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ABSTRACT 

Following the rationale of the current EU legal framework 

protecting personal data, children are entitled to the same 

privacy and data protection rights as adults. However, the 

child, because of his physical and mental immaturity, needs 

special safeguards and care, including appropriate legal 

protection. In the online environment, children are less 

likely to make any checks or judgments before entering 

personal information. Therefore, this paper presents an 

analysis of the extent to which EU regulation can ensure 

children’s online privacy and data protection. 
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INTRODUCTION 

The Internet made its debut in 1991, with easy-to-use 

browsers widely accessible a few years later.1 Since then, no 

major aspect of modern life remained untouched by IT. The 

most exposed to its rapid development are those born after 

the brink of the new millennium, i.e. minors and young 

adults. In 2012, it was estimated that 38% of 9-12 year-olds 

and 77% of 13-16 year-olds use the internet in Europe, and 

59% of all minors have their own social media profile.2 

Since the IT development is at its highest in the last decade, 

the number of children who utilize the internet grows 

continuously. 

This digital revolution has brought many benefits, such as 

speed and reliability, but everything comes at a cost. 

Nowadays, the intensity of communication and 

digitalization triggered a situation in which most individuals 

find themselves powerless in managing their personal data 

and digital records. Children require special attention 

concerning their online activities. Their vulnerability lies in 

the fact that they are incapable of discerning online risks.3 

Giving-out personal information was found to be the most 

common risk.4 Researchers show that children are incapable 

to distinguish between online and offline environments 

when sharing personal information.5

In view of this situation, it is important to evaluate the EU’s 

approach to children’s online protection.  

EU legislation that concerns the processing and protection 

of personal data includes The Data Protection Directive6 

(DPD), now repealed by The General Data Protection 

Regulation7 (GDPR) which enters into force in 2018.  

Also, concerning the protection of children in the on-

line/media environment, the EU has adopted a number of 

non-binding policies. 

This paper focuses on an effectiveness analysis of the DPD 

and GDPR in what regards the protection they afford 

children in the online environment. Further, the added-value 

of soft laws, such as the EU Strategy for a Better Internet for 

Children8 in this area is assessed.  

SECTION 1: Effectiveness of the DPD in protecting 

children’s rights to privacy and data protection 

The effectiveness principle was established by the CJEU in 

a 1995 judgment.9 Accordingly, the DPD’s effectiveness 

analysis is performed as follows: firstly, its objectives are 

identified; secondly, the Directive’s achievements are 

assessed to establish whether it has met its objectives.  

The DPD was adopted using as legal basis an internal market 

provision, the now Article 114 TFEU, albeit with a dual 

objective, stated in Article 1 of the Directive: to ensure that 

States protect the individuals’ fundamental rights and 

freedoms, while forbidding restrictions on the free-flow of 

personal data between Member States. 

The DPD does not include a specific provision on the 

protection of children’s rights. However, there is no doubt that 

children fall under its scope. DPD’s objective of fundamental 

rights protection is intended to every natural person (Article 

1.1). A child, although awarded with limited legal autonomy, 

is a natural person; thus, any minor who has his/her data 

processed under the DPD’s scope is entitled to become 

subject to its provisions.  

The content of the Directive is expressed in terms of 6 main 

principles underlying it, and implemented in its provisions.10 

It is through these principles that the DPD attains its 

objectives:  

 Purpose limitation (Article 6.b): personal data may only be

collected and further processed for specified, explicit and

legitimate purposes. This principle is designed to establish

the boundaries within which data may be processed.

 Legitimate purposes: data can be processed only if one of

the six potential legal bases in Article 7 is met by the

controller.

 Proportionality (Articles 6.c, 6.d, 6.e): personal data must

be adequate, relevant, and non-excessive in relation to the

purposes of processing; it must be accurately kept up-to-

date in a form which permits the identification of the subject

only as long as necessary for the purposes of collection.

 Transparency (Articles 10, 12) refers to the information

which the data subject must receive in relation to his

collected data and to the right of the subject to access basic

information about his/her personal data.

 Security (Article 17): the controller must take measures

appropriate to the risks presented by the processing.

 Control (Article 28): Member States must establish

National Data Protection Authorities (NDPA) tasked with

the supervision of controllers’ activities.

These provisions are relevant for the child’s fundamental 

rights protection. Upon analysis, it was found that the DPD’s 

principles ineffectively offer protection in the online 

environment, for the following reasons: 

1. DPD’s incompleteness negatively impacted the
principles of purpose limitation, legitimate interest
and proportionality

The Directive adopted generally-formulated concepts and 

open-standards. It was not a ‘single-case-law’, which aimed 

to apply to a specific case in a short timeframe. In contrast, it 

is general law, designed to serve a larger number of 

addressees, to cover a greater variance of cases, and typically 

have long duration. 11

Nevertheless, the Directive was described as ‘incomplete’ 

because of its neutrality and open-ended terms.12 It has not 

captured ‘all-possible-situations’ in which a subject’s rights 

can be violated. DPD’s incompleteness/neutrality means that 

key-provisions could work-out differently across 

jurisdictions, resulting in diverging levels of data protection. 

The Article 29 Working Party’s (WP) opinions were therefore 

necessary to provide practical guidance on the DPD. One of 

the WP’s main concerns refers to the Directive’s 

incompleteness: none of its provisions acknowledge the 

particularities of children’s lives, and thus numerous 
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questions remain concerning the protection of children’s 

privacy within the DPD-framework. 

The WP voiced concerns about the safeguards offered by the 

purpose limitation principle. The WP identified a lack of 

harmonized interpretation of the principle, which weakens 

data subjects’ position.13  

Particularly in the case of children, the legitimate purposes 

principle is also seriously undermined. Under DPD, there 

are no specific rules on obtaining consent from individuals 

lacking full legal capacity.14 Consent is one of the legal 

grounds for legitimate data processing.  

It was the WP’s view that absence of harmonizing rules for 

obtaining consent has consequences in terms of legal 

certainty, as the conditions for delivering underage, valid 

consent vary between States.15 Further, this causes the DPD 

to ineffectively protect the interests of children, as it does 

not recognize their vulnerability. 

As the purpose limitation and legitimacy principles are 

undermined, it threatens the safeguards of other principles, 

such as proportionality. The WP found that in the special 

case of children, when applying proportionality, in 

particular as regards the relevance of the collected data, 

controllers do not pay attention to the child’s best interest.16 

 

2. Information imbalances impacted the effectiveness 
of the transparency principle 

Critics identified a further ‘loophole’ in the DPD: it gives 

rise to information asymmetries in the data subject-

controller relationship.17 An information asymmetry arises 

when one party possesses more information relative to the 

other. As a result of such imbalance, the individual is almost 

always in a weaker position, unable to protect his/her 

interests without state-intervention.  

Where consent is required, the following problem emerges: 

information given is not adapted to children’s 

understanding-level, and thus, they mostly deliver 

uninformed consent.18 According to the transparency 

principle, individuals must be aware by whom, on what 

grounds, from where, why, and for how long their personal 

data are processed and what their rights are in relation to 

this. In practice, the European Commission observed that the 

duty to inform the subject does not cover each of those 

elements, and even when it does, the information is not 

easily understandable for the individual.19  

This is particularly relevant to children, who tend to 

underestimate risks and consequences when making their 

data available online. Therefore, an information asymmetry 

arises when consent is used as a basis for processing data, 

leading to the undermining of the transparency principle. 
 

3. Incorrect transposition impacted the security and 
control principles 

Despite its aspiration to harmonize Member States data 

protection laws, the DPD left ample room for national 

implementation, yielding 28 distinct and conflicting 

regimes. Critics portrayed the DPD as rather unsuccessful, 

since there is a noticeable gap between European data 

protection law in the books and on the ground: enforcement 

has been fickle and sanctions weak. Further, scholars argued 

that whilst digitalization of all areas of life increases 

continuously, legislation has remained within its national 

borders.20  

Forum-shopping is easily done by IT-companies that have 

no specifically-determined production location.21 They 

could choose the location where they would be most 

leniently treated by the national enforcement of EU 

legislation. This raises concerns for the security principle’s 

effectiveness. 

Lack of harmonization and incorrect transposition of the DPD 

provisions across States also raises issues of direct effect. 

While vertical direct effect does not raise any problems, 

horizontal direct effect does not exist in the case of EU 

Directives.22 

Therefore, in case of a data protection issue, an individual, 

including a child through his/her legal guardian, cannot rely 

on the DPD directly to support his/her claim. The claimant 

may rely on EU Primary Law, which confers horizontal direct 

effect, or on national data protection laws. However, the 

Commission found that in many States, judicial remedies, 

while available, are rarely pursued, since 63% of individuals 

are not even aware of the existence of NDPAs.23 Further, the 

Commission stated that children are exposed to immense 

social and mental harm due to accidental disclosure of 

personal data. These problems, in turn, raises questions about 

the control principle’s effectiveness. 
 

SECTION 2: GDPR’s attempts to remedy DPD’s 

loopholes 

As demonstrated in the above-section, neither of the DPD’s 6 

principles proved effective in protecting children’s online 

privacy and data protection. In 2010, the Commission 

announced its intention to revise the EU-framework on data 

protection. 

In the specific case of children, the Commission reported that 

the reform-package considers enhancing the principle of 

transparency, clarifying and strengthening the rules of 

consent, and drawing-up EU standard-forms (privacy 

information notices) to be used by controllers. The 

Commission stated that these measures could increase 

transparency for children; they could be informed in an 

understandable and accessible manner about the usage of their 

personal data.24 

Further, the Commission stated that children would also 

benefit from awareness-raising regarding their rights and risks 

of personal data processing.25 It proposed co-financing 

awareness-raising activities on data protection via the Union-

budget, and establishing an obligation to carry out awareness-

raising activities by States. 

In the following, an assessment is provided of how the GDPR 

attempts to address the DPD’s above-identified lacunae. 
   

1. Remedies to incompleteness: enhancing the 
principles of purpose limitation and legitimate 
purpose 

The interlinked principles of purpose limitation and 

transparency are enhanced by the GDPR.  

The GDPR includes specific conditions for consent (Article 

7). The Recitals clarify this concept and its requirements: 

consent is ‘a clear affirmative act establishing a freely given, 

specific, informed and-unambiguous-indication-of-the-data-

subject’s-agreement’; consent should be opted-in by a 

written/oral statement. Further, the Recital emphasizes that 

explicit, and not implicit, consent is the primary means of 

legitimizing data processing. The controller has the burden of 

proving that consent was actually given; it is ‘freely given’ 

when the subject has genuine free-choice and not when e.g. 

he/she can no longer refuse/withdraw.  

Moreover, the GDPR, in Article 8, specified conditions 

applicable to a child’s consent: processing is lawful when 

consent is given by someone older than 16; otherwise, it must 

be given/authorized by the legal guardian. States may provide 

for a lower age, but not lower than 13. 

The WP opined that the States’ liberty to provide for a lower 

age could lead to harmonizing constraints.26 

The Regulation’s new approach towards consent was also met 

with scholarly-critiques. Accordingly, in many instances, the 

opt-in consent is neither more voluntary nor informed than 



implied consent. Reliance on opt-ins disrupts user-interfaces 

and encumbers individuals with repetitive prompts, which 

they are eager to click-through.27 Moreover, even assuming 

perfect information, consumers’ freedom is relative.28 

Individuals are free to accept/reject terms offered, but it is 

the vendor who decides the terms. Thus, surrendering 

personal information is often non-negotiable. This concern 

is relevant for minors, as they are less likely to make 

comprehensive checks when providing consent/information 

over the internet.  

It is therefore yet unclear whether the Regulation will 

succeed in remedying DPD’s incompleteness towards 

purpose limitation and legitimacy. 
 

2. Remedies to information imbalances: enhancing 
the principle of transparency 

According to GDPR’s Article 12, controllers are required to 

take appropriate measures in providing data-processing 

information to the subject in a concise, transparent, 

intelligible and easily-accessible form, using clear and plain 

language, particularly where information is addressed 

specifically to children. Therefore, GDPR attempts to 

remedy DPD’s information imbalances, as it specifically 

requires controllers to make language easily-understandable 

to children. It is however yet uncertain whether clearer 

information empowers children, since, as concluded in the 

previous sub-section, opted-in consent by means of 

repetitive-prompts could actually encumber minors.  
 

3. Remedies to harmonization constraints: 
enhancing the principles of security and control 

One of the reasons of reforming the DPD was to ensure a 

consistent level of protection for all EU-citizens. A 

Regulation was deemed necessary to increase legal certainty 

and transparency, to ensure consistent monitoring, and 

equivalent sanctions. This Regulation provides a margin of 

maneuver: it does not exclude national law for specific 

processing situations, but intends to solve the consistency-

issues created under the DPD, by being directly-applicable. 

Further, regarding the security principle, the GDPR puts 

forward ‘accountability’. There was no specific reference to 

this principle in the DPD,29 but less-explicit elements 

compounding accountability existed in it. Accordingly, 

controllers must employ effective and explicit data-

governance programs to protect individuals’ data against 

risks and to demonstrate how they protect data (Art 24 

GDPR). 

While individuals must continue to make informed-choices, 

they cannot be held accountable for detailed decisions about 

vastly-complex technologies and data-uses.30 This is 

relevant to children, as their lack of discernment may lead to 

giving-away data without making intricate exploration on its 

further usage.  

Effective accountability framework relieves children of the 

burden of policing the marketplace against bad actors. It 

heightens the individuals’ confidence that their 

stored/processed data is protected. However, the security 

principle’s effectiveness depends on national enforcement, 

i.e. on the control principle.  

Accordingly, the GDPR requires controllers/processors to 

designate a Data Protection Officer, tasked with monitoring 

and ensuring that data processing is done compliant to the 

Regulation (Art 39). Another novelty of the Regulation 

concerning the control principle is the creation of the EDPB, 

an independent EU-body, tasked with monitoring NDPA 

compliance, and providing guidance to the Commission on 

issues of data protection (Art 70). 

Further, control is enhanced by more explicit rights of 

individuals to lodge complaints to/against the NDPAs (Art 

77), and to an effective judicial remedy against supervisory 

authorities/controllers and processors (Arts 78, 79). 

Thus, GDPR enhances the control and security principles by 

providing more comprehensive rules. Their effectiveness 

however will be proved in practice. 
 

SECTION 3: The added-value of EU policies in regulating 
child online privacy and data protection 

Notwithstanding the positive aspects of legislation, e.g. that it 

is based on a democratic mandate and the legislator is subject 

to democratic scrutiny, scholars identified that binding laws 

suffer from a number of drawbacks: 31 

The first problem, instrument failure, implies that legislation 

is inappropriate and unsophisticated, because it cannot cover 

all possible situations. This is one of DPD’s issues, through 

its incompleteness. Secondly, legislation is often ineffective 

in implementation, as seen for example with the DPD 

harmonizing-issue. Thirdly, it was found that regulation often 

does not provide incentives for subjects to comply 

(motivation failure). This has been identified in the DPD, 

regarding the security and control principles. Further critiques 

are that it is slow, costly, and it stifles innovation. 

A shift from binding laws to de-centered regulation seems 

appropriate in sectors such as ICT, due to its rapid change and 

constant development. De-regulation implies less restrictive 

regulation, a search for ways of achieving objectives by less-

burdensome methods of government-intervention. 

The Commission launched the European Strategy for a Better 

Internet for Children, soft-law designed to offer guidance on 

enhancing child on-line protection. The expectation here is 

that children, under this empowerment model, will eventually 

gain control over their personal data. 

Often-cited assets of data protection soft-law are: flexibility, 

capacity to adapt to fast developing technologies, higher 

degree of incorporated-expertise, and lower cost; it was 

claimed that incentives for commitment and compliance are 

higher, because actors are closely-involved in creating the 

rules.32  

Drawbacks of non-binding policies do however also exist. 

Firstly, they lack effective enforcement. Such policies are also 

known for suffering from a low transparency level.33  

For example, the EU Strategy contains some measures 

regarded as adequate safeguards to possible problems 

resulting from child-empowerment. There is, first of all, an 

acknowledgment that industry, States and the Commission 

need to collaborate to ensure that personal data is fairly-

collected and used, and that businesses fully-engage with 

children and equip them to make meaningful 

choices/decisions.34 Therefore, a form of binding intervention 

is necessary to ensure compliance with soft-laws. 

Another concern of the EU Strategy is its premise that 

information self-management facilitates empowerment. It is 

known that network-environments are far from neutral: they 

have ex ante features, which favor businesses’ interests and 

constrain individuals’ choices and their ability to assert 

control.35 Increased awareness of the value of privacy and 

skills to manage personal data can empower children in the 

sense that they may be able to make informed decisions about 

which information they should disclose, to whom and when.36 

However, some degree of effective regulatory oversight is 

still needed to ensure that these networks do not violate 

children’s reasonable expectations. 

Therefore, it is apparent that non-binding recommendations 

such as the EU Strategy cannot survive the rigors of the 

present technologies by themselves. A combined approach, 

between binding rules and establishment of codes of conduct, 

and awareness-rising activities backed by enforceable laws, 

seems to be the most effective in protecting children’s 



fundamental rights, because binding legislation has many 

drawbacks that could be remedied by non-binding policies 

and vice-versa. 
 

CONCLUSION 

The goal of this paper was to assess whether EU data 

protection regulation offers effective privacy and personal 

data protection to children in the online environment. It 

contributed to the broader topic of debate between 

academics regarding the effectiveness of the EU framework 

in ensuring fundamental rights protection.  

The paper showed that children’s right to privacy and data 

protection online is a present-day issue, which merits 

increasingly more attention at EU level. 

From the above-findings, it can be concluded that the DPD 

provides ineffective protection for children. Further, the 

GDPR could offer children a more comprehensive online 

protection compared to its predecessor, but a certain 

measurement of its effectiveness cannot be yet achieved. 

However, the EU found an innovative way to address 

possible further loopholes, through non-binding policies. 

Therefore, a combined approach towards child online 

protection could prove effective in protecting children’s 

online privacy and data protection. 
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