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Abstract
There are several efforts to explore employing drones to replace ground transportation in cities. However,

this would mean that the expected traffic densities would be significantly higher than existing air traffic

management. A decentralised system for traffic management may be necessary in this future because (1)

not all airspace actors will want to freely share data, (2) the uncertainty of missions due to wind or other

factors could make a previous plan inoperable, and (3) the ad hoc nature of urban missions makes them

difficult to plan in advance. This work focuses on the challenges of drone operations within constrained

urban airspace. We define constrained airspace as a virtual network overlaid on the physical environment,

where tall buildings and urban infrastructure dictate the allowed routes. Drones are restricted to flying

within this virtual network, either above the existing street network or along other predetermined seg-

ments. A dynamic and decentralised traffic management method is presented. The method uses current

aggregate flow data to identify and alter the cost of travelling through high-density clusters. The goal is

to reduce local traffic density and complexity by encouraging alternate routes. Three different clustering

strategies are presented that look at the current position of aircraft and recent safety events. The dynamic

traffic management method is first illustrated with two simple example scenarios. Then an experiment is

conducted with different traffic demand levels within the city of Rotterdam. It was observed that when

using traffic complexity indicators, the method is able to reduce safety events by 30 percent while only

increasing the distance travelled by 6 percent.

Keywords: U-space; UTM; conflict resolution; conflict detection; conflict prevention; BlueSky simulator; organic street

network; constrained airspace, dynamic traffic management, flow control
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1. Introduction

Ground transportation within urban areas creates congestion, which worsens air quality due to the

increased number of vehicles on the road and results in economic losses [1]. A solution may be to

transfer a portion of ground transportation to the air, as it has the potential to be more beneficial for

the environment [2, 3]. Several government-led research initiatives focusing on drone operations

[4, 5, 6, 7] illustrate that there is significant interest in exploring urban drone operations to mitigate

issues arising from ground transportation.

An estimate by the European Union predicts 400,000 drones in operation by 2040 [8]. This would re-
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sult in urban air traffic densities that are significantly higher than traditional air traffic management

[9]. Moreover, a significant difference with conventional aviation is that air traffic in cities will need

to regularly avoid both dynamic (other aircraft) and static (buildings and geofences) obstacles

In major urban areas, aircraft may need to operate within a constrained airspace, defined here as a

virtual network overlaid on the physical environment. This virtual network primarily aligns with

and exists above the existing road network, but may also include other predetermined segments.

In cities with tall buildings (e.g., New York), flying above the tallest structures could be inefficient.

Also, even in areas with shorter buildings, it may still be necessary to fly above the road network, as

these paths are typically on public property and may be required by urban regulators. Furthermore,

in areas where there are no roads, such as over busy waterways, aircraft may also need to follow the

virtual network to ensure predictability. This may help the adoption of drones in cities that do not

currently allow flights over busy waterways, such as the Nieuwe Mass River in Rotterdam[10].

Figure 1. A small virtual network creates a constrained airspace in Rotterdam. The edges of the network are aligned with
streets and the nodes are aligned with intersections when the network is above land.

A virtual network creates a constrained airspace that can be described as a graph with nodes and

edges. The edges are generally aligned with the streets and the intersections of the edges are nodes

(Fig. 1). In this constrained airspace, the manoeuvrability of aircraft is greatly limited. Aircraft are

not able to perform heading changes to solve any potential conflicts with other aircraft. Therefore, it

is important to have an even spread of traffic over the available airspace to minimize the local traffic

complexity and density, as this will lead to a lower conflict probability[11].

The Metropolis II project [12] studied how separation management, flight planning, and airspace

structure can be managed in a constrained urban airspace. The project concluded that a hybrid sys-

tem that combines a central entity, which deconflicts aircraft prior to take-off, and allowing aircraft

to perform decentralised conflict resolution was able to combine the benefits of both a centralised

and decentralised system.

A question that remains, however, is to what extent central strategic planning is (economically and

practically) feasible. It is for instance likely that not all airspace actors will want to freely share

operational data, which would be required for central planning. Also, uncertainty of missions due

to wind or other factors can make the current plan inoperable. Finally, the ad hoc nature of urban

missions makes them difficult to plan in advance in a centralised manner [13]. As such, the current

work focuses on a decentralised system in which a set of dynamic rules are incorporated into the

current traffic situation.

It has been observed that when following a virtual network [14, 15], drones typically share similar
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travel legs towards their destination, which creates hot-spots in the airspace and increases the local

traffic density and complexity. Traffic complexity attempts to describe the disorder in the airspace

based on aircraft interactions [16, 17]. Somemeasures of traffic complexity try to capture the disorder

by observing the proximity and convergence of aircraft [18]. The more convergence present in the

airspace, the more unsafe it can become. Additionally, following a virtual network may force aircraft

trajectories to converge at the intersections. This makes it a difficult problem to mitigate, especially

in a decentralised system.

Previous work in traditional air traffic management [19] created a method for defining dynamic

sectors based on the local density. Other works, in urban airspace, used static and historical data

to identify zones of high-density traffic [20] and perform capacity management in those zones to

reduce local traffic density and complexity. The current work will present a novel dynamic traffic

management method that attempts to decentrally reduce local density and complexity by dynam-

ically identifying high-density zones. The method uses real-time aggregate flow information to

subdivide the airspace into low and high density zones and applies an additional cost of travel on

high density areas.

The dynamic traffic management method can be summarized as follows. (1) Observations of current

positions or safety incidents are gathered. The safety incidents are indicators of traffic complexity,

and position is an indicator of traffic density. (2) The observations are clustered to create dynamic

zones that can receive an additional cost of travel depending on the relative density. (3) Aircraft

can then check (decentrally / autonomously) whether their future route intersects these dynamic

clusters and update their route taking into account the updated costs. Note that this process happens

continuously, the clusters always reflect a recent snapshot of the airspace. This is similar to how

highway operators apply speed limits or metering of lanes during rush hour.

The individual agents or drones are responsible for adjusting their own routes that account for the

additional cost of travel and find a new optimal path. This will increase the flight distance as aircraft

are incentivized to avoid the clustered areas. This creates a trade-off between safety and efficiency

when a longer route is chosen.

The dynamic traffic management method will be tested in a simulated urban environment. First,

the overall method will be presented along with two example scenarios. The example scenarios are

meant to illustrate how the dynamic traffic management method behaves under simplified traffic

patterns. Then, the method will be tested in an experiment using a city-wide demand estimation of

the city of Rotterdam [21].

2. Method: Using aggregate flow data for dynamic traffic management

This section will outline the method used for performing dynamic traffic management in a con-

strained urban environment. The method uses aggregate flow statistics to identify and apply addi-

tional cost of travel to high-density zones in the airspace. The aggregate flow statistics can be the

current position of aircraft or safety events.

Two different but related safety events (conflicts and intrusions) are considered. State-based conflict

detection linearly extends the position of aircraft using their current state to check if an intrusion

will occur in the near future. A conflict is detected when it is predicted that an aircraft will enter the

protected zone of another within a certain look-ahead time. An intrusion occurs when an aircraft

actually enters the protected zone of another aircraft.

The difference is illustrated in Figure 2. The protected zone is the dashed circle, in which the ra-

dius is the horizontal safe separation distance between aircraft (32 metres, refer to Section 3.2.4 for

more information). It is up to the conflict resolution algorithm to ensure that conflicts are solved
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before they become intrusions. This can be done tactically by performing speed, heading, or altitude

changes. In constrained airspace, this is limited to only speed or altitude changes.

Figure 2. Conflict and intrusion diagram. Note that the protected zone is the dashed circle. The radius of this circle is the
safe separation distance between aircraft.

The overall goal of this method is to incentivise aircraft to fly around areas with a high likelihood for

conflicts, as this will lead to fewer intrusions and create additional space to tactically solve conflicts.

The overall steps of this method are illustrated in Figure 3 and are as follows:

1. Aggregate flow data from urban airspace is gathered into clusters. Figure 3a.

2. The airspace is categorised into a high or low category based on the relative density observed in

the clusters. An additional cost of travel is applied to high density zones, Figure 3b.

3. Individual aircraft check if their path will go through areas categorised as high density, Figure 3c.

4. Aircraft find a new optimal plan considering the additional cost of travel of the clusters, Figure

3d.

These steps are continuously repeated over time to provide an updated view of the airspace, occur-

ring every 10 seconds. As a result, different clusters with varying categories are generated every

10 seconds. This 10-second interval comes from the methodology used in [12, 20] to update the

densities of high-density zones.

2.1 Gathering aggregate flow data

The first step in the method is to make the observation of the aggregate flow data. This work con-

siders three different types of observation strategies to create clusters:

1. Position-based observations: This strategy gathers the current position of all aircraft.

2. Conflict-based observations: This strategy gathers the positions of all conflict events that have

occurred in the past ten minutes.

3. Intrusion-based observations: This strategy gathers the position of all intrusion events that have

occurred in the past ten minutes.

The observations are gathered into an observation vector, vobservation:

vobservation =


(x1, y1)
(x2, y2)

..

(xN , yN )

 (1)

Each row contains the Cartesian coordinates (xj , yj) of each observation and N is the total number

of observations. For the position-based strategy N is the number of aircraft in the air. Alternatively,
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(a) Observation (b) Categorisation

(c) Original plan (d) New plan

Figure 3. The dynamic traffic management method. Note that in this example, the blue cluster is a high-density cluster.
Drone A originally has a path that travels through the blue area. However, due to the additional cost of travel applied to the
blue area, Drone A creates a new plan that avoids the blue cluster.

for the conflict-based and intrusion-based strategies, the observation vector containts the Cartesian

coordinates of aircraft when they entered into a conflict or intrusion, respectively, within the past

ten minutes.

The conflict-based and intrusion-based based observations are indicators of traffic complexity. They

indicate locations where aircraft may converge (conflicts) or have converged (intrusions). On the

other hand, the position-based observations are an indicator of the traffic density and does not in-

clude any past information.

2.2 Clustering the observations

In this study, hierarchical clustering, specificallyWard clustering [22], is employed for its distinct ad-

vantage over other methods like K-means, which require a predetermined cluster count. Ward clus-

tering involves iteratively merging clusters to minimize the with-in cluster variance during merging.

The Ward cluster distance is defined as the Euclidean distance variance when clusters are merged.

A Ward distance threshold can be applied to prevent merging of clusters if the variance exceeds

this threshold. This approach is similar to the variance-minimizing principle in K-means clustering.

Specifically, the Ward cluster distance corresponds to half the squared Euclidean distance between

the clusters [23].

dward =

d2euclidean
2

(2)
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This work sets a Ward cluster distance threshold of 4000 m2
, which is about 90 metres, for all three

strategies. Note that a sensitivity analysis can be found in the supporting data set [24]. The sensi-

tivity analysis shows how other cluster distances affect the effectiveness of the method. In general,

a larger cluster distance corresponds to larger clusters. It was seen in [20] that relatively smaller

clusters are preferred in dynamic traffic flow management because it allows for more flexibility to

plan around them.

Applying this clustering algorithm to the 2D observation vector will return an array that con-

tains a cluster label for each observation. These clusters are called position-based, conflict-based

or intrusion-based clusters depending on the observation vector information.

2.3 Categorising the airspace

After each entry of the observation vector has been placed into a cluster, the airspace can be cat-

egorised into areas of relatively lower and higher density airspace. This is illustrated in Figure 3b.

Each cluster is represented by a convex hull polygon that contains all observations inside it [25].

2.3.1 Density calculation

The aircraft are operating in a constrained environment in which a virtual network is followed (Fig.

1). Therefore, the density of a cluster is calculated by considering the summed length of the edges

that intersect the cluster convex polygon as shown in Equation 3:

Linear cluster density =

Number of observations in cluster

Summed length of edges intersecting polygon

(3)

Note that it is possible for clusters to intersect with the same edge or with each other. When this

happens, the edge is given the categorisation of the cluster where the edge has its longest segment.

Figure 3b illustrates how edges are linked to a convex polygon. The advantage of using 2D space

for clustering and 1D space for the density calculation is that the 2D distance matrix is symmetric.

This gives a clear indication of the distance between two nodes in the graph. A distance matrix in a

one-way fully-connected graph may not be symmetric [26]. For example, the distance from a given

node A to node B may not the same as from node B to node A. This makes the graph distance matrix

non-trivial for clustering. The reason for choosing a one-way virtual network is that it has been

shown to be safer than a two-way virtual network [27].

2.3.2 Apply an additional cost of travel

After the density of each cluster has been calculated, they can be categorised as low- or high-density

based on their relative density calculated fromEquation 3. For thiswork, the densities are categorised

based on percentiles. The clusters in the lower 25th percentile are labelled as low-density and no

cost multiplier is applied. Clusters that are above the 25th percentile are labelled as high-density

(refer to the sensitivity analysis for other percentiles).

The unaltered cost of travel is simply equal to the length of the path. At the start of the mission,

all aircraft plan their route with the Dijkstra algorithm [28]. The additional cost of travel applies a

cost multiplier to the edges that are part of a high-density cluster. The cost multiplier used in the

city-wide scenarios is 2 (refer to the sensitivity analysis for effects of the other cost multipliers).

This method ensures that only a current view of the airspace affects the additional cost multipliers,

and this is only related to the observation method. An ideal cost multiplier would increase the safety

of the airspace while not forcing aircraft to fly needlessly long routes.
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2.4 Checking and modifying the original plan

After the airspace has been categorised, each individual aircraft performs a check to see if their path

goes through any high density edges. If the new plan intersects any of the high-density clusters,

then a new plan is calculated. The new plan uses the Dijkstra algorithm to calculate an updated

path, considering the length and additional cost multipliers.

Note that the method acts every ten seconds, therefore, there is a possibility that all aircraft replan

at the same time and get into a formation where they all move to the same areas. This oscillation

has been observed to happen in road traffic when people use route planning mobile apps like Google

Maps [29].

2.5 Example scenarios

This section will illustrate two example scenarios that showcase how the concept behaves in two

simple cases. The example scenarios are illustrated in Figure 4. They are simulated in a small section

of the Rotterdam virtual network using the BlueSky software (refer to Section 3 for more information

about the airspace and software). For a more detailed analysis of the example scenarios, refer to the

supporting dataset [24].

(a) Example scenario 1. In this scenario, the aircraft that follow
the blue solid line pass through a conflict generation area. The
next shortest route that does not pass through the conflict gen-
eration area is shown as a dashed line.

(b) Example scenario 2. In this scenario, the aircraft that follow
the blue solid line pass through a conflict generation route. There
is no other route that avoids the red line when applying the ad-
ditional cost multiplier of 1.5.

Figure 4. This figure contains both example scenarios. Example scenario 1 illustrates how the three observations strategies
work in the dynamic traffic management method. Example scenario 2 illustrates a scenario in which all additional paths
of the blue route go through the red line. This shows that coupling the method with conflict resolution is helpful for cases
where the dynamic traffic management method cannot avoid the clustered area.

2.5.1 Example scenario 1

Figure 4a shows the first example scenario. This scenario illustrates how the dynamic traffic man-

agement method behaves under the three different clustering strategies. The aircraft following the

blue route originally pass through a conflict generation area (red polygon). In the conflict generation

area, aircraft spawn and randomly choose a destination within the area. This will create complex

traffic in the conflict generation areas as aircraft are converging. The dynamic traffic management

method will act and apply an additional cost of travel to observed clusters. The next shortest route

that does not pass through the conflict generation area is shown in the blue dashed line.

Figure 5 shows a snapshot of a simulation for the three clustering strategies and a baseline case

that does not use the dynamic traffic management method. The red arrows represent individual

aircraft flying in the conflict generation area. The blue arrows represent individual aircraft that were
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(a) Baseline (no clustering) (b) Conflict-based clustering

(c) Intrusion-based clustering (d) Position-based clustering

Figure 5. Simulation snapshot for Example scenario 1. It shows each different observation strategy and a baseline (no
clustering) case that does not use the dynamic traffic management method. The red arrows represent individual aircraft
flying in the conflict generation area. The blue arrows represent individual aircraft that were initially given the shortest
route through the conflict generation area.

initially given the shortest route through the conflict generation area. Figure 5a shows the baseline

case. Since the dynamic traffic management method is disabled, the blue aircraft pass through the

conflict generation area. Figure 5b shows the conflict-based clustering strategy. Here it is clear that

the aircraft in blue are avoiding the high complexity traffic in the conflict generation area. Figure 5c

shows the intrusion-based strategy. There are usually fewer intrusions than conflicts, and conflicts

between aircraft occur before an intrusion. This is why the blue aircraft in the intrusion-based

strategy take both paths to their destination (the shortest route and the adjusted segment). Finally,

Figure 5d shows the position-based strategy. The clusters are created using the positions of the

aircraft. Therefore, the aircraft in blue are also part of a cluster. This is why some blue aircraft take

a parallel route compared to the adjusted segment. These blue aircraft are also avoiding the high

complexity area. However, by taking a parallel route, the method is also making the traffic more

complex for the blue aircraft.

2.5.2 Example scenario 2

Figure 4b shows the set-up for Example scenario 2. This scenario illustrates how the dynamic traffic

management method may not always be able to avoid clusters without taking an excessively long

route. In this case, the blue aircraft cross a stream of red aircraft. The scenario is designed so that

even with an additional cost multiplier, the blue aircraft cannot avoid the red aircraft. The aim of

this example scenario is to only focus on benefits provided to the blue aircraft. The red aircraft in

this scenario are not allowed to replan.

Figure 6 shows a snapshot of a simulation for the baseline case and the conflict-based strategy. The

red arrows represent individual aircraft flying the conflict generation route. The blue arrows repre-

https://orcid.org/0000-0003-1391-2482


Journal of Open Aviation Science 9

(a) Baseline (no clustering) (b) Conflict-based clustering

Figure 6. Simulation snapshot for Example scenario 2. This shows the baseline (no clustering) case and the conflict-based
clustering strategy. The red arrows represent individual aircraft flying the conflict generation route. The blue arrows repre-
sent individual aircraft that were initially given the shortest route through the conflict generation route.

sent individual aircraft that were initially given the shortest route through the conflict generation

route. Figure 6a shows that the blue aircraft in the baseline case do not change their route in re-

sponse to the red aircraft. Figure 6b shows the conflict-based clustering strategy. It is clear that

some aircraft in blue are taking a different route compared to the shortest routes. These new routes

are in response to the clusters created by the observed conflicts. However, this route does not avoid

crossing the red aircraft. The traffic complexity of the scenario is not simplified by the dynamic

management method. Nevertheless, the dynamic traffic management method is spreading out the

blue traffic to parallel edges, thereby reducing the local density at the intersections. If there is a

robust conflict resolution strategy, the additional space created by the dynamic traffic management

method may improve the effect of the conflict resolution algorithm.

3. Experimental design

The previously presented method aimed to identify and mitigate traffic hotspots to reduce the num-

ber of safety incidents (conflicts and intrusions). By dynamically redistributing aircraft, the local

traffic density and complexity may be reduced, and more space can be provided for conflict resolu-

tion.

An experiment was designed to test the dynamic traffic management method under several city-

wide scenarios with varying traffic demand level. The three clustering strategies will be compared

against each other and to the baseline case that does not use the method.

3.1 Hypotheses

H1: It is hypothesized that all three clustering strategies will have higher safety levels than the base-
line (no clustering). The method is expected to be able to identify locations with conflict, intrusion,

and positional hot-spots.

H2: It is hypothesized that traffic complexity clusters (conflicts and intrusions) will have higher

safety levels than density clusters (position). This is because complexity clusters will identify sectors

where aircraft are converging. On the other hand, density clusters may increase the cost of travel to

areas with a relative high traffic density but low complexity.

H3: It is hypothesized that the intrusion-based clustering will have higher safety levels than the

conflict-based clustering strategy. The usage of state-based conflict detection in constrained airspace

has been known to create false conflicts. Therefore, using conflicts may increase the cost of travel

in more low traffic complexity areas as compared to clustering with intrusions.
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These three hypotheses will be evaluated with aWilcoxon signed-rank test [30]. The null hypothesis

is that the differences between strategies is not statistically significant, therefore the listed hypothe-

ses will be accepted when pvalue < 0.01. Refer to Appendix 1 for the detailed results of the hypothesis

testing.

3.2 Common Elements

The common elements of the experiment will be shown in the following section. They include the

urban airspace, the traffic demand patterns, origins and destinations, the conflict resolution algo-

rithm, aircraft models, and the simulation software.

3.2.1 Rotterdam Airspace

This work simulates air traffic in the centre of Rotterdam. The Rotterdam airspace is particularly

interesting because the city is traversed by the Nieuwe Maas river, see Fig. 7. The airspace illus-

trates that when the virtual network is over land, it is aligned with the street network. Additionally,

in Rotterdam there are a limited number of land bridges connecting north and south. Therefore,

several new drone "bridges" have been proposed to ease congestion and ensure that the graph is

well-connected (all nodes can reach all other nodes). Currently, the government of the Netherlands

does not allow any drone flights over the river due tomaritime operations [10]. Therefore, enhancing

the predictability of drones over waterways could lead to increased acceptance over these areas.

Figure 7. Rotterdam airspace

The process of adapting a street network to a virtual network is derived from [14]. The street net-

work is download fromOpenStreetMap [31] with osmnx [32]. After downloading, the street network
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is simplified by removing parallel streets, roundabouts, and dead-ends. Following the simplification,

several edges are added to the virtual network that are in parallel to waterways. The distance be-

tween these parallel edges is three times the safe separation distance of aircraft. This is about the

distance that an aircraft would travel with their average speed for the conflict look-ahead time of

10 seconds. Finally, the edges above land that are dead-ends are extended to the ones parallel to the

waterways.

This work assumes that all edges are one-way, since it is generally safer than two-way edges [27].

However, in a one-way non-orthogonal network, it is not apparent what the direction of each edge

should be to ensure that all intersections are reachable from each other. The process of choosing the

direction of the edges is described in detail in [14] and [12] and involves two important steps.

The first step is to group the edges so that edges in the same group are continuous at intersections.

This is done with the Continuity in Street Networks algorithm [33] which uses the edge geometry

to assign the groups based on continuity. The second step is to use a genetic algorithm to decide

the direction of each group. The goal of the genetic algorithm is to (1) create a network that is

strongly connected, and (2) find a suboptimal solution where the overall cost of travel between all

intersections is minimized, and (3) ensure that head on situations are not created as those create high

relative velocities which lead to decreased safety [34]. The result is a one-way and fully-connected

virtual network with intersections that do not create head-on collisions. The final network used in

this work is seen in Fig. 7.

Note that, the traffic management system proposed in Sec. 2 should be independent of the virtual

network that it operates in. Therefore, the sensitivity analysis [24] shows how the method performs

in the virtual network of Vienna, from [12], in which the virtual network is always above the existing

street network.

3.2.2 Traffic demand pattern

This section will present the results of testing the method on city-wide traffic scenarios. The MASS-

GT [21, 35] project made an estimate of the daily parcel demand for South Holland. With this data,

each neighbourhood of Rotterdam can be given a demand percentage relative to other neighbour-

hoods. The relative demand of each neighbourhood can be seen in Fig. 8.

3.2.3 Origins and destinations

About two-hundred random intersections are selected as possible take-off locations (Fig. 8), they

are at least 300 metres away from each other. Then for each possible origin, a path is created to all

other intersections in the network with the following constraints. For each mission, the origin and

destination are at least 1000 metres apart, and it cannot start or end in a node that is inside water.

This creates around 500.000 possible routes. Each route is created with the Dijkstra algorithm [28]

using the length as a cost to select the shortest route.

To create the scenarios, random origins are selected from the possible take-off locations, then a

destination is selected considering the weighted probabilities of the destination nodes based on the

parcel demand. All missions take place at 30 feet above the ground.

3.2.4 Conflict detection and resolution

This work uses state-based conflict detection. This method linearly extrapolates the current position

of all aircraft with a given look-ahead time and checks if they will violate the protected zone (Fig.

2). A known effect of using state-based conflict detection in non-orthogonal constrained airspace

is that it may detect false conflicts [14]. These are detected conflicts that do not actually become

intrusions.
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Figure 8. Rotterdam parcel demand with the possible take-off locations.

The drones in this work use a tactical speed-based conflict resolution algorithm from [36] to solve

conflicts in constrained airspace. This method has a horizontal protected radius of 32 metres based

on the horizontal accuracy signal-in-space requirements (Table 3.7.2.4-1) [37]. The work uses a 10

second lookahead time that was used in previous urban airspace research works [14, 12, 20, 36].

Note that the tactical conflict resolution is independent of the dynamic traffic management method,

as it only forces aircraft to slow down or speed up.

3.2.5 Aircraft models

This work used a performance model based on the DJI Matrice 600 Pro hexacopter [38]. The model

parameters are shown in Table 1.

Table 1. Performance model parameters.

Parameter Value

Max. horizontal speed 12.9m/s
Avg. horizontal speed 10.3m/s
Min. horizontal speed 0m/s
Max. take-off mass 15 kg
Acceleration/Deceleration 3.5m/s2
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3.2.6 Simulation software

This work used the BlueSky air traffic simulator for the experiments [39]. BlueSky is a fast-time

simulator that can be extended via plugins so that a cluster observation strategy and flight planning

module can be added. This work also made use of the Metropolis II developments for BlueSky to

improve the capabilities of simulating traffic in urban environments [12].

3.3 Independent variables

• Dynamic traffic management method clustering strategy: baseline (no clustering), position-based,

conflict-based, intrusion-based.

• Imposed traffic demand level: 100, 200, 300, 400, 500 instantaneous aircraft.

Moreover, each case is repeated 20 times with a different random seed that generate different origin-

destination pairs. This creates 4 (clustering strategies + baseline) x 5 (traffic demand levels) x 20

(randomly selected random seeds) = 400 different scenarios. Each scenario has a simulation time of

2 hours. The work was simulated on an AMD Ryzen 9 5950X 16-Core Processor with 96 GB of RAM.

It took about 25 hours of real time to simulate 800 hours (400 scenarios * 2 hours).

3.4 Dependent variables

This section will present the dependent variables used in the city-wide scenario experiment. There

are three different overall categories of dependent variables (safety, efficiency and clustering). Note

that the results of the first 10 minutes are ignored because that is the observation time required for

the conflict-based and intrusion-based clustering strategies.

3.4.1 Safety: conflicts and intrusions

The safety metrics used to evaluate the results are conflicts and intrusions. However, these are not

presented as absolute values. Note that because the number of intrusions and conflicts scales with

the separation distance and look-ahead time, it is more useful to consider the relative difference

between concepts when comparing them.

The metrics are presented in terms of conflicts and intrusions per flight. These are calculated by

dividing the total amount of conflicts and intrusions by the amount of flights. Additionally, the safety

metrics are also presented per distance travelled as a percentage of the baseline (no clustering). For

example, assume that the conflict-based strategy shows 105 conflicts per distance percentage. This

indicates that aircraft in this clustering strategy have 5 percent more conflicts per distance travelled

than aircraft travelling in the baseline.

Finally, a heat-map of the intrusions is also presented to show how the clustering strategy visually

change the traffic patterns. It uses the kernel density estimation [40] with a radius of 300 metres.

3.4.2 Efficiency: distance travelled and number of replans

The distance travelled percentage is presented as a percentage of the total distance travelled by

aircraft in the baseline.

The number of replans per flight is also presented. A replan generally indicates that the aircraft

took a longer route. Note that by definition, aircraft in the baseline case do not make any replans.

Note that an aircraft may receive a flight plan that it does not execute because a newer plan is issued

before the previous update is implemented. Consequently, the number of replans per flight reflects

only the executed updates, not the attempts.
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3.4.3 Clustering: cluster percentage and stability

Since there is a new observation vector made every 10 seconds (Section 2), the clusters at one time

may differ from the clusters at the next time step. If the clusters change significantly, this may affect

the stability of the airspace, because there will be less coherence in replanning.

Therefore, two metrics are presented. The first is the percent of clustered airspace. This shows

on average how much of the airspace is part of a cluster during each observation. The second is

the cluster temporal stability. This represents the average percentage overlap of the clusters from

one observation to the next. A value of 100 percent would indicate that the cluster polygons are

completely identical from one observation time step to the other.

Finally, an example map of the clusters with a high density categorisation at 400 aircraft for each of

the three strategies is presented to help visualise the method.

4. Results

This section presents the results of the city-wide scenarios. Unless noted otherwise, the box plots

show the metric on the vertical axis and the imposed traffic demand level on the horizontal axis.

4.1 Safety: Conflicts and intrusions

Fig. 9a shows the conflict occurrence per flight. It shows that the number of conflicts per flight

increasewith traffic demand level for all cases. Also, the conflict-based strategy resulted in the lowest

number of conflicts per flight, starting from 200 aircraft. The position-based and intrusion-based

strategies both have a number of conflicts per flight that is similar to the baseline (no clustering) at

most demand levels, except at 500 aircraft, where they are slightly lower.

Fig. 9b shows the number of intrusions per flight. This plot shows that the number of intrusions

per flight increase with traffic demand level. Moreover, the conflict-based strategy resulted in the

lowest number of intrusions per flight at most traffic demands. The intrusion-based and position-

based clustering strategies are only better than the baseline, starting at 400 aircraft. At these higher

demands, the intrusion-based clustering strategy is slightly better than the position-based strategy.

Fig. 9c shows the occurrence of conflicts per distance as a percentage of the baseline. The baseline is

illustrated by a dashed line at 100 percent. Similar to the previous plots, the conflict-based strategy

has the lowest conflicts per distance percentage. Reaching the maximum improvement of 85 percent

at 300 aircraft. The position-based and intrusion-based strategies are slightly below 100 percent at

300 aircraft, but are not able to reach the level of the conflict-based strategy.

Fig. 9d shows the occurrence of intrusions per distance as a percentage of the baseline. This plot

shows that the conflict-based strategy has a 70 percent improvement from the baseline at most traffic

demand levels. The position-based and intrusion-based strategies have similar values and show

improvement over the baseline case at 300 aircraft. Again, they are not able to reduce the number

of intrusions per distance travelled as much as the conflict-based strategy.

Fig. 10 shows a cumulative intrusion map for one scenario of 400 aircraft in the air. Figs. 10a, 10b,

show the baseline and conflict-based, strategies, respectively. It can be seen that the baseline case

has noticeably brighter hot-spots relating to a higher number of intrusions. Note that the position-

based and intrusion-based clustering strategies had a similar map as the conflict-based, so they are

not shown here. (refer to the supporting dataset [24]).

https://orcid.org/0000-0003-1391-2482
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(a) Conflicts per flight. (b) Intrusions per flight.

(c) Conflicts per distance percentage. (d) Intrusions per distance percentage.

Figure 9. Safety: These plot show the conflicts and intrusions per flight in Fig. 9a and Fig. 9b, respectively. It also shows the
conflicts and intrusions per distance percentage in Fig. 9c and Fig. 9d, respectively.

(a) Baseline (no clustering) (b) Conflict-based clustering

Figure 10. This figure shows the cumulative intrusion maps for one of the 400 aircraft scenarios for the baseline (no clus-
tering) case and the conflict-based clustering strategy. The colours of the heat map represent the number of intrusions at
that location.

4.2 Efficiency: Distance travelled and replans
Fig. 11a shows the distance travelled as a percentage of the baseline case. The plot shows that all

clustering strategies force aircraft to travel longer than the baseline. However, this increase never
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exceeds 10 percent of the baseline value. The intrusion-based clustering strategy forces aircraft

to travel the least amount of distance at 100 and 200 aircraft as compared to the other strategies.

Interestingly, it has the highest distance travelled at 400 and 500 aircraft. The conflict-based strategy

has slightly lower distances than the position-based at most traffic demand levels. The conflict-based

strategy is also the lowest at 400 and 500 aircraft.

Fig. 11b shows the number of replans per flight. The position-based clustering strategy has the

highest number of replans per flight at low demand levels. Conversely, at the low demand levels,

the intrusion-based strategy has the lowest number of replans per flight. However, starting at 300

aircraft in the air, the conflict-based strategy has the lowest number of replans per flight, while the

intrusion-based has the highest. It is also interesting to note that the conflict-based and position-

based strategies show a similar decreasing trend of replans per flight. On the other hand, the replans

per flight in the intrusion-based strategy increases from 100 to 300 aircraft and then tapers at 400

and 500 aircraft.

(a) Distance as percentage of the Baseline case. (b) Replans per flight.

Figure 11. Efficiency: These plot show the distance percentage and amount of replans per flight in Fig. 11a and Fig. 11b,
respectively.

4.3 Clustering: Cluster percentage and stability

(a) Percent of clustered airspace. (b) Temporal cluster stability.

Figure 12. Clustering: These plots show the percent of clustered airspace and temporal cluster stability in Fig. 12a and Fig.
12b, respectively.

Fig. 12a shows the percent of the airspace that is part of a cluster. Note that at all traffic demand

https://orcid.org/0000-0003-1391-2482
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(a) Conflict-based clusters with a high density categorisation at
50 minutes of a simulation with 400 aircraft.

(b) Intrusion-based clusters with a high density categorisation
at 50 minutes of a simulation with 400 aircraft.

(c) Position-based clusters with a high density categorisation at
50 minutes of a simulation with 400 aircraft.

Figure 13. Clustering: These maps show the cluster with a high density at 50 minutes of a simulation with 400 aircraft for
the three strategies.

levels, the intrusion-based strategy has the least amount of airspace in a cluster. Varying from 5

percent to amaximum value of around 20 percent. At 100 aircraft, the position-based strategy has the

highest amount of clustered airspace. However, at higher demand levels the conflict-based strategy

tends to have more clustered airspace, up until almost 50 percent at 500 aircraft.

Fig. 12b shows the cluster temporal stability. The results show that the intrusion-based strategy

has a large amount of variation at 100 aircraft, this is because there are few intrusions at this den-

sity. It then stabilizes at around 65 percent for higher demand levels. The temporal stability of the

conflict-based strategy slightly increases, with traffic demand reaching around 70 percent. The tem-

poral cluster stability of the position-based strategy is the lowest for all traffic demand levels, with

a maximum of 35 percent.

Fig. 13 shows clusters categorised as high density, at 50 minutes of a simulation with 400 aircraft

in the air. Note that these plots only show a single moment in time so they should be analysed in

conjuction with Figs. 12a and 12b. Fig. 13a shows that the conflict-based clusters are concentrated

in the middle of the airspace. Fig. 13b shows that there significantly less clusters identified with the

intrusion-based strategy. Finally, Fig. 13c shows that the position-based clusters tend to spread over

more of the airspace.
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5. Discussion

The dynamic traffic management method aimed to improve the overall safety of the airspace by

applying an additional cost of travel to high-density clustered zones. These clustered zones are

created and continually updated by using current observations of positions, conflicts, and intrusions.

Each individual aircraft checks if it will intersect clustered areas andmakes a new plan to avoid them.

The goal is for aircraft to avoid areas with high local traffic density and complexity.

Hypothesis H1 can only be partially accepted because the clustering strategies did not show im-

provements over the baseline at all traffic demand levels. When comparing the baseline to the

conflict-based clustering strategy, the safety improvements over the baseline case are only significant

starting at 200 aircraft in the air (pvalue < 0.01). The intrusion-based and position-based strategies

are only better than the baseline, starting at 300 aircraft in the air. These results indicate that the

method’s effectiveness depends on the presence of sufficient safety event data to form meaningful

clusters.

Interestingly, the method is able to limit the extra distance travelled to less than 110 percent of

the baseline case. At higher demand levels, when the method is effective for all cluster strategies,

the extra distance travelled is around 106 percent of the baseline, while the intrusions per distance

percentage is on average lower than 90 percent of the baseline. This shows the trade-off made in the

dynamic management method between efficiency and safety.

The intrusion maps show that the clustering strategies are able to dissipate the intrusion hot-spots

seen by the baseline case. At higher demand levels, all the strategies are better than the baseline

case. The method has achieved the goal of dissipating the intrusion hot-spots without creating new

ones due to the replanning at high demand levels. The supplemental documents [24] show the other

heat-maps and some animations of the traffic.

Additionally, the results highlight the reactive nature of the dynamic traffic management method.

The airspace must have clusters of positions or safety events to be able to solve them. Clusters

mean that aircraft are close to each other, which then leads to conflicts and intrusions. A strategic

approach might be able to solve these issues before they happen. However, for a strategic planner to

work, the flight plans will need to be provided to a central entity to deconflict them prior to take-off.

This could make it more difficult to deal with uncertainties such as wind. Moreover, if urban air

traffic is meant to replace a portion of ground operations, the dynamic and ad-hoc nature of ground

operations will also add some complexity to the strategic planner.

Hypothesis H2 can be partially accepted. The conflict-based clustering strategy has higher safety

levels than the position-based strategy, starting at 200 aircraft in the air, (pvalue < 0.01). However,

the intrusion-based strategy only performs better than the position-based at 500 aircraft in the air.

The clusters that take into account traffic complexity tend to have higher safety levels than those

that consider traffic density for clusters. This can be seen in Example scenario 1 which shows that

the position-based clustering forces aircraft to replan even when they are in a relatively low traffic

complexity situation. However, it can also be seen that as the traffic demand level increases, the

position-based clustering moves closer to the safety level of the conflict-based clustering.

It was observed that the aircraft replans in the position-based clusters has a similar trend than that

of the conflict-based concepts. However, these replans are not as effective as reducing the number

of intrusions as in the conflict-based strategy. This can be explained by two reasons: (1) the percent

of clustered airspace is relatively high (maximum at 50 percent) and the cluster temporal stability is

relatively low (maximum 30 percent). Therefore, the location of the clusters is not generally over-

lapping, causing some oscillatory effects that change the locations of the high-cost airspace. Also,

because the traffic demand pattern is not uniform, the location of the high traffic density areas will
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vary, making traffic density a less effective clustering strategy than traffic complexity. Note that

for the intrusion-based strategy, there is only a statistically significant difference with the position-

based strategy at 500 aircraft in the air. Therefore, complexity metrics that indicate locations where

aircraft may converge (conflicts) are generally more effective than traffic density clustering strate-

gies. The conflict-based complexity indicator is less likely to cluster areas where there is a high

traffic density but aligned aircraft (Example scenario 1).

Hypothesis H3 is rejected. The results show that the conflict-based clustering strategy achieved a

higher level of safety than the intrusion-based strategy, starting at 200 aircraft in the air. While the

null hypothesis is rejected, meaning there is statistically significance when comparing these two

strategies (pvalue < 0.01), the trend is the opposite to what was hypothesized. It has been shown

that using state-based conflict detection in constrained urban airspace tends to create false conflicts

(conflicts that never become intrusions) [14]. However, the conflict-based strategy is more effective

at avoiding areas with higher traffic complexity and density than the intrusion-based strategy at

most traffic demands.

At lower demand levels, the number of intrusions per flight is an order of magnitude less than the

conflicts per flight. Therefore, for the intrusion-based strategy, the method does not have enough

information to avoid complex traffic areas. This is also why the distance travelled and replans per

flight is initially low for the intrusion-based strategy, there are not many intrusion events that create

clusters and force aircraft to replan at the low demand levels. At higher demand levels, there is

enough information about complex traffic areas, since there are many more intrusions. This is why

the intrusion-based strategy is reaching the safety levels of the conflict-based strategy.

The conflict-based strategy has both a high percent of clustered airspace and a high temporal sta-

bility. This means that the conflict-based strategy limits the oscillatory effects seen in the position-

based strategy and has enough clustered airspace to redistribute aircraft through lower cost routes.

Note that the highest percentage of clustered airspace is never more than 50 percent of the total

airspace. In contrast, the intrusion-based strategy has a very low amount of clustered airspace at

low demand levels. This is also why aircraft travel the least amount of distance and replan the least

amount of times at these low densities. There is simply not enough data to identify the high traf-

fic complexity areas. However, as the traffic demand level increases, and there are more intrusions

events, the replans per flight are the highest for the intrusion-based strategy. At these high demand

levels, the intrusion-based strategy has higher safety levels than the position-based strategy and is

approaching the level of the conflict-based strategy.

It is interesting to note that the intrusion-based strategy has a downward trend for the conflicts and

intrusions per distance percentage. In contrast, the conflict-based strategy achieves its lowest rela-

tive gain of intrusions per distance at 200-300 aircraft. With increasing demand levels, the conflict-

based strategy is not able to decrease more than 70 percent. While it shows that the conflict-based

strategy is robust with the increasing demand level, it is possible that the false conflicts detected are

making it difficult to keep improving.

6. Conclusion

It was observed that the dynamic traffic management method improves the safety of the airspace.

The maximum improvement reduced the intrusions per distance to 70 percent of the baseline (no

clustering). It accomplishes this without suggesting excessively long alternate routes. The distance

travelled was always less than 10 percent higher than the baseline, and around 6 percent for the best

performing strategy (conflict-based).

The work shows that using different aggregate flow data strategies has varying success in avoid-
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ing intrusions between aircraft. The clustering strategies that take into account traffic complex-

ity (conflict-based and intrusion-based) were more successful than considering only traffic density

(position-based). Amongst the complexity cluster strategies, the conflict-based strategy was the

most successful at reducing the number of observed intrusions while limiting extra distance trav-

elled. It is better performing than the intrusion-based strategy because it provides more information

about complex traffic areas. This also means that even false conflicts, which are generally seen as

unfavourable, can have some beneficial effect. However, they may also limit the performance of the

method when the traffic demand levels are high. It is also possible to create a traffic complexity met-

ric by smoothing the traffic density over a certain time limit. This adjusted position-based strategy

may mitigate the issues caused by false conflicts.

The proposed method is able to show that a decentralised traffic management system is able to im-

prove upon a baseline (no clustering) case, especially when using traffic complexity metrics. How-

ever, this should be compared against other decentralised capacitymanagement system such as those

in [20] that use static zones. Additionally, the reactive nature of themethodmeans that there must be

a certain number of safety events observed to work effectively. This is illustrated by the improved

safety performance in the intrusion-based strategy with traffic demand level. Therefore, research

that combines this strategy with a more strategic planner could further improve the safety.

Further research should focus on trying to improve the understanding of this method. Mainly, it

can focus on studying how the parameters, such as additional cost and cluster distance threshold,

affect the effectiveness of the method on different virtual networks. It is also possible to further

refine how the zones are categorised. Currently, a convex polygon is used to categorise groups of

edges. This means that some edges without any traffic may be categorised as high density. However,

it might be better to only consider edges where aircraft are actually flying and creating conflicts

or intrusions. Moreover, rather than having two airspace categories, making the additional cost

multiplier proportional to the measured density of the edges may improve the method.

Moreover, data transmission latency was not considered in this work. It should be studied in con-

currence with the cluster update rate to learn the feasibility of the level of communication required.

As it was observed that not all aircraft actually make new plans, further research can also focus on

limiting the ratio of aircraft that are allowed to replan. It might be that only a certain number of

aircraft need to alter their plans in order to see a beneficial effect on safety.

Appendix 1. Hypothesis testing results

This appendix will illustrate the formal hypothesis testing results for the hypotheses presented in

Section 3.1. The safety levels of the clustering strategies and baseline case will be compared based on

the observed intrusions per flight with a Wilcoxon signed-rank test [30]. The intrusions per flight

metric is chosen as the relevant metric because it represents aircraft converging at distances less

than the safe separation distance.

The null hypothesis is that the differences between strategies is not statistically significant, therefore

the null hypotheses will be rejected when pvalue < 0.01

Appendix 1.1 H1 hypothesis test

Hypothesis H1 states that all three clustering strategies will be safer than the baseline case. The

null hypothesis is that the baseline case is not statistically different from any of the three clustering

strategies. The pvalue comparing the baseline case to the three clustering strategies is seen in Table

2. Each column represents how that particular strategy compares to the baseline. Hypothesis H1
was partially accepted because the clustering strategies only have higher safety levels at the higher
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traffic demand levels.

Table 2. pvalues comparing the baseline (no clustering) case to the three clustering strategies. Highlighted cells refer to the
cases where the null hypothesis can be rejected.

Clustering strategies compared to the baseline (no clustering) case

Traffic demand level Conflict-based pvalue Intrusion-based pvalue Position-based pvalue
100 0.5 0.23 0.41
200 <0.01 0.89 0.72
300 <0.01 <0.01 <0.01
400 <0.01 <0.01 <0.01
500 <0.01 <0.01 <0.01

Appendix 1.2 H2 hypothesis test

HypothesisH2 states that two traffic complexity clustering strategies (conflict-based and intrusion-

based) will have higher safety levels than the traffic density strategy (position-based). The null

hypothesis is that the position-based strategy is not statistically different from the conflict-based

and intrusion-based strategy. The pvalue comparing the position-based case to the two traffic com-

plexity clustering strategies is seen in Table 3. Each column represents how that particular strategy

compares to the position-based strategy. HypothesisH2was partially accepted because the conflict-
based strategy has higher safety levels than the position-based, starting at 200 aircraft in the air.

Table 3. pvalues comparing the position-based strategy to the two traffic complexity strategies (conflict-based and intrusion-
based). Highlighted cells refer to the cases where the null hypothesis can be rejected.

Clustering strategies compared to the position-based case

Traffic demand level Conflict-based pvalue Intrusion-based pvalue
100 0.65 0.01
200 <0.01 0.84
300 <0.01 0.06
400 <0.01 0.67
500 <0.01 <0.01

Appendix 1.3 H3 hypothesis test

HypothesisH3 states that the intrusion-based strategywill have higher safety level than the conflict-
based strategy. The null hypothesis is that the strategies are not statistically different from each

other. The pvalue comparing both complexity strategies is seen in Table 4. Hypothesis H3 was re-

jected because the conflict-based strategy had a higher level of safety at most traffic demand levels.

Table 4. pvalues comparing the conflict-based strategy and intrusion-based strategies. Highlighted cells refer to the cases
where the null hypothesis can be rejected.

Traffic demand level pvalue
100 0.03
200 <0.01
300 <0.01
400 <0.01
500 <0.01
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