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Abstract
Unidentified flying objects are aircraft that do not continuously broadcast ADS-B. They pose a risk to air
traffic safety. In this study, we introduce a method for detecting and estimating the state of aircraft in
Sentinel-2 multispectral satellite images. We construct a dataset of 579 ADS-B annotated aircraft from 69
Sentinel-2 images. A CNN is trained on the dataset to aircraft state vector i.e. position, velocity, heading,
and altitude. This work allows real-time monitoring of flying objects in satellite images.
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1. Introduction

The use of satellites has enabled effective monitoring of large areas from space. Aircraft identify
themselves with the Automatic Dependent Surveillance-Broadcast (ADS-B). It continuously trans-
mits the aircraft state, e.g. identity, position, velocity, heading, altitude which allows air traffic
monitoring. However, the ADS-B transponder can be turned off either by accident or deliberately.
Unidentified Flying Objects (UFOs) pose a security risk. They may engage in illicit activities such
as spying and smuggling. Satellite images enable the detection of aircraft even when the ADS-B
transmission stops.

The maritime domain experiences a similar scenario. Ships carry an Automatic Identification Sys-
tem (AIS) transponder. Failure of continuous transmission renders the ship an Unidentified Floating
Object (UFLO). Effective monitoring requires detection of the object in a satellite image and corre-
lation to a transponder signal [1]. This established the object’s identity or lack thereof. Estimating
the state (velocity and heading) of the object allows its future whereabouts to be predicted.

Clouds often obscure the view of ships [2]. The maritime domain is therefore predominantly mon-
itored by Synthetic Aperture Radar (SAR) satellites. This type of sensor can penetrate clouds and
operate day and night. Yet, moving objects are Doppler-shifted by the SAR proportional to their
velocity. The shift enables velocity and heading determination [3] which can be fed into predictive
algorithms [4]. However, aircraft velocities are so great, that the SAR is not capable of effectively
imaging them.

Aircraft often fly above the cloud cover. Detection of aircraft using optical satellites is therefore
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not as limited as for ships [5]. Aircraft detection has predominantly been focused on stationary
aircraft [6]. But recently, flying aircraft has also seen attention [7, 5]. Only a few methodologies
exist to estimate the velocity, heading, and altitude [8]. In this article, we present a methodology for
simultaneous aircraft detection and state estimation.

2. Method

The methodology is divided into two sections. First, the steps of acquiring a dataset of flying aircraft
are described. Second, the details on training a CNN for aircraft detection and state estimation are
provided.

2.1 Data acquisition and processing

Sentinel-2 L1C satellite images were acquired over Copenhagen and South East England over the
English Channel. ADS-B was collected from the OpenSky database [9] in a Fifteen-minute interval
of the Sentinel-2 images sensing time. The ADS-B track was overlaid on the Sentinel-2 image and
interpolated to the image sensing time. Subsequently, the aircraft in the image were annotated. As
a result, n aircraft and m ADS-B positions were acquired for a given image. The ADS-B were then
assigned to the aircraft in two steps. First, a regionalization algorithm with a threshold of 4km was
applied. This created groups where the maximum distance between any aircraft or ADS-Bwere 4km.
Second, the Hungarian algorithm [10] was used to assign the aircraft to the ADS-B signals. A total
of 69 images were processed, yielding 574 ADS-B annotated aircraft (an example is provided in Fig.
1).

Figure 1. Sentinel-2 true color image of the southeast part of England. The magenta box indicates the interpolated ADS-B
signals (magenta line) to the image sensing time. The aircraft annotation is indicated by the green box. The yellow line
indicates the association of the ADS-B signals to the aircraft. See the text for an explanation of aircraft color displacement.

2.2 Detection and state estimation

ACNN is trained to detect aircraft and their state by estimating a bounding box, the velocity, heading
and altitude. The aircraft state vector S = (x, y,w, h, θ, v, a) describes this information. Estimating
the state vector is learned by the CNN via regression. We adopt the parameterization following [11].

tx = (x – xa)/wa ty = (y – ya)/ha tw = log(w/wa) th = log(h/ha) tv = log(v) ta = log(a) (1)

t∗x = (x∗ – xa)/wa t∗y = (y∗ – ya)/ha t∗w = log(w∗/wa) t∗h = log(h∗/ha) t∗v = log(v∗) t∗a = log(a∗)
(2)

where x, y, w, and h denote the center, width and height of the box. x, xa, and x∗ are the predicted
box, anchor box, and ground truth box respectively (likewise for y, w, h). We included the velocity v
and altitude a in the parameterization. In Fig 1 the RGB channels of the aircraft area are displaced in
two directions, roughly vertical and horizontal. In this case, the horizontal is caused by the aircraft
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moving in the time between acquisition of the red, green, and blue images. The vertical displacement
is caused by the satellite moving between the acquisition of the red, green, and blue images. From
the satellite’s point of view, the aircraft shadows different areas, resulting in a parallax effect. As
a consequence, both the altitude, velocity, and heading are encoded in the image and can thus be
extracted by the CNN. See [8] for analytical relations determining velocity and altitude.

The CNNwas optimized over the smooth-L1 loss of z = t–t∗, where tθ–t∗θ = atan2(sin(θ–θ∗), cos(θ–
θ∗)).

smoothL1(z) =
{
0.5z2, |z|<1
|z| – 0.5, otherwise

(3)

For the classification, we used the focal loss [12]. The dataset was split 80/20 train/test, and AdamW
optimizer [13] with default settings.

3. Discussion and conclusion

In this study, we introduced a methodology for aircraft detection and state estimation using satellite
imagery and ADS-B data. The approach uses CNN to estimate the aircraft state vector i.e. position,
velocity, heading, and altitude. In Fig. 2 two detected aircraft and their state is shown. This work lays
the foundation for real-time monitoring and tracking of flying objects, including UFOs, in satellite
images.

Figure 2. Detected aircraft (red box) and ground truth (green box). Arrows point in the heading direction, with size propor-
tional to the aircraft velocity.
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