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The identification of a combination of links which can cause the 

gravest impact on network performance, when interrupted 
simultaneously, is of great practical importance. The links can be 
spatially dispersed due to an event such as an earthquake or due to a 
combination of accidents and disasters. This task is, thus, extremely 
computationally demanding when applied to real-world networks. We 
focused on approaches which are both capable of accomplishing this 
task and where the computational time is acceptable for application in 
practice. We tested three algorithms based on known heuristic methods: 
Simulated Annealing (SA), Guided Local Search (GLS) and Variable 
Neighborhood Search (VNS). The algorithms were modified in the sense 
of adjusting the searching neighborhood. All the algorithms were 
subsequently applied to four actual road networks in order to evaluate 
the impacts of complete simultaneous blockage of four and ten links. 
The results suggest that the modified SA algorithm identified scenarios 
with worse consequences than the algorithms based on GLS and VNS. 
The SA results, for the setting with four interrupted links, were even 
comparable with those obtained from a deterministic algorithm (which 
evaluates the entire state space). The algorithm based on SA was also 
performing best for situations with ten concurrently blocked links. The 
approach based on SA is thus suitable when modeling the potential 
impacts of events where a large number of concurrently blocked links is 
expected. Network managers will thus be able to monitor the immediate 
state of the network and potential risks related to network 
disintegration. 
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1. Introduction 

Quantification of risk for various types of negative events ranks among the main current research 
topics. Low risk does not mean that such an event cannot occur at all. There is therefore a need to 
evaluate not only the probability of an event but also its (possible, albeit less probable) impacts 
beforehand, as many low probability events can have devastating impacts (Hohenemser et al., 
1986; Koerblein and Kuechenhoff, 2019). 

The identification of the concrete network links (we call them the weak links in this work) which, 
when blocked concurrently, have the gravest network impact, usually means evaluation of all the 
possible events (i.e., all the combinations of blocked links within the network). Such a task is, for 
actual road networks, almost always too intensive in terms of computational time, despite the 
current progress in computer power and parallelization. Determination of the worst impacts for a 
disaster resulting in ten concurrently blocked links, in a network containing 1,000 links, means, for 
example, evaluating 2.6 × 1023 possible scenarios. It is not always necessary to evaluate all possible 
states, as only some kinds of events are of interest. In these cases, certain constraints (such as a 
reduced set of possible blocked links or concentration on small subregions) are usually applied. 
The constraints can significantly reduce the overall number of combinations of interrupted links 
(the size of the state space). Despite this fact, the number of all combinations of interrupted links 
usually still remains enormous.  

The computational intensity is also affected by the choice of loss function (vulnerability measure) 
which is used to rank the results, according to the selected criterion. The primary demand for such 
a measure is the speed of the evaluation process. This fact, together with computational difficulty, 
is the reason, in all probability why many previously published works only paid attention to less 
extensive networks and/or to scenarios with a single interrupted link. In cases of a higher number 
of concurrently interrupted links, additional criteria were added to reduce the number of possible 
combinations.  

In this paper, no restrictions on the interrupted links were assumed. The interrupted links can be 
thus spread across the network. It is assumed that the links are completely blocked and that there 
is no way to pass through them. Therefore, we do not assume any traffic flow between nodes. The 
events, to which we pay attention, result in a complete disintegration of the road network. Three 
algorithms, based on the known heuristics (Simulated Annealing, Guided Local Search, Variable 
Neighborhood Search), are introduced and tested at four real road networks with 984–2,394 links. 
four and ten links were blocked concurrently to simulate the impacts of disasters. In the case of the 
four blocked links, the algorithms were also compared with a parallelized deterministic algorithm 
(PDA). 

1.1 An overview of existing approaches and basic notions 
The analyses of the impacts were applied to the transportation networks where both local (e.g., 
traffic accidents) and regional (e.g., rainfall, earthquake) events took place (see for instance Chang 
and Nojima, 2001; Sohn, 2006; Bono and Gutiérez, 2011; Jenelius and Mattsson, 2012; Bíl et. al, 2017; 
Zahradníček et al., 2018). Events with a high spatial extent usually affect many network nodes at a 
time and can lead, in the worst case, to disintegration of the network into several isolated parts (Bíl 
et al., 2015a). 

Any vulnerability analysis requires a (vulnerability) measure which enables an assessment of the 
impacts of various events. The literature covering the vulnerability and vulnerability measures is 
extensive. We recommend the reader begin with (Knoop et al., 2012) where the authors tested 
several vulnerability measures. Highly vulnerable networks often undergo a decrease in their 
robustness. We refer the reader to (Ellens and Kooij, 2013; Vodák et al., 2015; Barabasi and Posfai, 
2016; Schieber et al., 2016) for definitions of various robustness measures. Concerning the traffic on 
networks, measures based upon travel costs and unsatisfied demands have been presented by 
(Scott et al., 2006; Jenelius et al., 2006; Jenelius, 2009). Additional measures, which can be used 
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universally, are based upon the accessibility, s-t path availability and the shortest paths and were 
developed in (Taylor et al., 2006; Chen et al., 2007; Matisziw and Murray, 2009; Hong-ying and Li-
gun, 2010). The capacity reduction approach (Sullivan et al., 2010; Watling et al., 2012) should be 
used if information about actual link capacities exists. Recent approaches to vulnerability in 
different research areas are for instance (Lakner et al., 2018; Leng et al., 2018; Wei et al., 2018; 
Berberler and Yigit, 2018). A recent review on road network vulnerability was published by 
(Taylor, 2017). 

The primary drawback of many previously published vulnerability measures is that they cannot 
be directly applied to a physically disintegrated network. For instance, the Network Robustness 
Index defined in (Sullivan et al., 2010) requires information about travel time and traffic volume. 
These values are, however, significantly changed or even unknown or the travel time equals 
infinity in the case of a large disruption leading to network disintegration. It also holds for other 
quantities such as flows, traffic demand and traffic patterns (Kurauchi et al., 2009; Helbing, 2001; 
Helbing, 2002; Lammer et al., 2006; Gottlich and Klar, 2009). This leads to a need for a definition of 
the measures based on the importance of the particular nodes (see also Taylor et al., 2006). 

As mentioned above, the two main complications are the large number of possible scenarios and 
the time needed to evaluate a loss function. These two obstacles have led many authors to work 
with only one interrupted link or node at a time (Taylor et al., 2006; Latora and Marchiori, 2004; 
Knoop et al., 2008; Erath et al., 2010; Newman, 2010; Wang et al., 2013). Two or even more 
concurrently interrupted links often occur, however, as a result of natural disasters (Chang and 
Nojima, 2001; Bono and Gutiérez, 2011; Bíl et al., 2015a). The impacts of these disasters were 
evaluated retrospectively. This means that only one state, the outcome of the disaster, was 
compared to the healthy network to express the damage caused by the particular disastrous event. 
Certain other authors applied geographic restrictions to the parts of the network which can be 
affected simultaneously, when modeling the impacts of potential events (Sohn, 2006; Jenelius and 
Mattsson, 2012; Latora and Marchiori, 2004; Wang et al., 2013). Only small parts of the entire 
existing state space were evaluated in these cases. 

At the end of the chapter, we provide a brief overview of the basic notions related to the topic of 
the paper and introduce how we use them. Vulnerability in the road transportation system is 
susceptibility to incidents that can result in considerable reduction to road network serviceability, 
i.e., the possibility of using a link/route/road network during a given time period (Berdica, 2002). 
These incidents may be more or less predictable, be caused intentionally or unintentionally, by 
man or by nature. It is not an easy task, however, to calculate the probability of events, especially 
of the events with a large impact on a road network. This is the reason why we omit the 
probabilities and only pay attention to the impact on the road network and to the identification of 
the worst-case scenarios. The second notion is robustness (Cats and Jenelius, 2015; Snelder et al., 
2012). Robustness of a public transport system is the ability to withstand or quickly recover from 
disturbances such as infrastructural and vehicular malfunctions and planned maintenance closures 
without significant reduction in the performance of the system (in terms of travel times, etc.). 
Robustness is defined as the degree to which a system is capable of functioning according to its 
design specifications in the case of serious disruptions. Despite the fact that we do not directly 
study the robustness and assume no flow on the road network due to a large disruption, 
information about the worst-case scenarios can enhance the road network to exclude them 
completely. The importance of the link is related to the impact that the closure of the link itself can 
have on the general functionality of the network as a whole (Rupi et al., 2015). The notion can also 
be related to connectivity. 
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2. Data and Methods  

2.1 Road network data 
We applied the methods, tested in this work, to four actual road networks representing four 
regions in the Czech Republic (Table 1).  

Table 1. An overview of the regions and related road networks. 

Region Nodes Links People 

Zlín 734 990 587,624 

Karlovy Vary 727 984 366,638 

Liberec 925 1,313 430,987 

Ústí nad Labem 1,672 2,394 874,736 

In order to demonstrate the current situation related to complete road link blockages, we analyzed 
daily data available from the Zlín region over 7/2014 – 7/2019 (Fig 1). The most frequently 
occurring were days when exactly one road link was blocked (29%), followed by days with a 
blockage-free road network (27%). Three and less road links were blocked in 80% of the days. The 
emergence of situations when more than three links were concurrently interrupted was not as 
frequent (20%), but still occurred. The links were not always interrupted simultaneously within a 
day, but the interruptions often temporally overlapped. Generally, the data represent all the 
disruptions in the network, both individual disruptions (e.g., as a result of a crash) as well as the 
incidents that caused simultaneous interruption of more than one link. Most of the time, it was not 
a single incident that caused all the interruptions on the particular day. 

 

Figure 1. A histogram of interrupted links in the Zlín region for each day over 5 years (7/2014 – 
7/2019). Notice: not all the traffic interruptions, which took place in the same day, necessarily overlapped 
temporarily. More precise data specifying hours when the interruption occurred were not available. 
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We decided to simulate the impacts of two model events which were caused by four and ten 
concurrently interrupted links. We also assume that the links are interrupted simultaneously as 
consequences of various events (e.g., natural disasters, road maintenance, traffic accidents, etc.) 
and are dispersed across the road network. The links are assumed to be impassable for at least 
several hours with a significant influence on the traffic volume. 

2.2 Methods – definition of network heuristics 
A brief description of the three selected heuristics is provided in this section. The deterministic 
algorithm used for the comparison is also mentioned. The pseudocodes and technical details of the 
corresponding algorithms can be found in the Appendix A.  

Simulated annealing 
Simulated annealing (SA) is physically motivated heuristics for finding the global minima. SA 
explores the state space using a slow decrease in the probability of accepting worse solutions, 
which prevents it from being stuck in local minima. SA is based on the Metropolis–Hastings 
algorithm and the Monte Carlo method to generate the sample states of a thermodynamic system 
(Metropolis et al., 1953). SA was used in cases where it was important to find at least one acceptable 
local optimum within a large discrete state space over a limited amount of time. The SA algorithm 
does not require further assumptions on the loss function, such as continuity, differentiability, or 
convexity. The SA algorithm was first presented and applied to the Ising spin glass problem in 
(Kirkpatrick et al., 1983; Cerny, 1985). A description of the algorithm can be found for instance in 
(Bertsimas and Tsitsiklis, 1993; Spall, 2003). An analysis of its convergence was studied in (Hajek, 
1988; Granville et al., 1994). The convergence is closely related to the decrease in temperature (see 
discussions in Geman and Geman, 1984; Szu and Hartley, 1987; Press et al., 1992; Brooks and 
Morgan, 1995). 

The next issue is how to define the neighborhoods and how to search them during the process (see 
Szu and Hartley, 1987; Brooks and Morgan, 1995; Bohachevsky et al., 1986; Styblinski and Tang, 
1990; for various approaches). One of the possible modifications of the SA algorithm based on 
Bayesian ideas can be found in (Laud et al., 1989; Laarhoven et al., 1989). SA can be modified to 
improve its results and shorten the time of computation. In (Ingber, 1989; Ingber, 1993; Ingber, 
1996), attention was primarily paid to the computational time. In (Miki et al., 2002; Martins et al., 
2008; Tavares et al., 2011; Zhao, 2011), an adaptive neighborhood version of SA was studied and 
applied mainly in the continuous case. Applications of the SA algorithm in three problems, the 
graph partitioning problem, the graph coloring problem, and the number partitioning problem, 
were extensively studied in (Johnson et al., 1989; Johnson et al., 1991). Concerning road network 
optimization, simulated annealing was used in the network design (Miandoabchi et al., 2013; 
Farahani et al., 2013) and in the selection of the optimal location for healthcare centers (Jia et al., 
2014). Over the years, new metaheuristics and heuristics have appeared with the aim of 
overcoming SA. SA was thus developed not only as a valuable heuristic but also as a benchmark 
for further attempts. We denote ANSA as the new version of the algorithm presented in 
Appendix A. 

Guided local search 
Guided Local Search (GLS) is based on a clever use of a local search (Voudouris, 1997; Voudouris, 
1998; Voudouris and Tsang, 2003). The idea is based on penalization of the undesirable features of 
a problem or its solutions and a thorough local search. To prevent from becoming stuck in a local 
minimum, the algorithm can jump to another part of the state space after some time. A fast 
modification was developed for problems with large neighborhoods (Voudouris, 1997). The set of 
possible applications is the same as for SA. The typical application is in the Traveling Salesman 
Problem (Voudoris and Tsang, 1999). Other applications are in the quadratic assignment problem 
(Mills and Tsang, 2003), job scheduling (Nagata and Ono, 2018), vehicle routing problem (Zhong 
and Cole, 2005; Tarantilis et al., 2008; Barbucha, 2011; Turky et al., 2017), the multidimensional 
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knapsack problem (Tairan et al., 2015) and network planning (Lucio et al., 2007). Many other 
applications of the algorithm exist in various fields (see for instance in Naanaa and Belghith, 2018, 
for the most recent ones). The algorithm is still alive because its modifications or improvements 
continue to appear (Shi et al., 2018). 

Variable neighborhood search 
The last approach tested in this paper is Variable Neighborhood Search (VNS) (Mladenovic and 
Hansen, 1997; Hansen and Mladenovic, 2001; Hansen et al., 2001; Hansen et al., 2008; Hansen et al., 
2017). The heuristic is based upon predefined neighborhood structures which are thoroughly 
searched and rotated. The rotation depends on whether a better solution was found or not. The 
method was also applied to the classical travelling salesman problem (Mladenovic et al., 2014; 
Todosijevic et al., 2017; Hore et al., 2018; Wang et al., 2019), vehicle routing problem (Defryn and 
Sorensen, 2017; Sevkli and Guler, 2017; Xu and Cai, 2018; Simeonova et al., 2018), scheduling 
problems (Komaki and Malakooti, 2017; Tozzo et al., 2018; Pacheco et al., 2018), continuous 
optimization (Mladenovic et al., 2008; Carrizosa et al., 2012) and graph theory (Brimberg et al., 
2009; Duarte et al., 2012). VNS was successfully used in many areas, see (Hansen et al., 2010; 
Mladenovic et al., 2016) for an overview. 

Parallelized deterministic algorithm  
Where possible, we compared the results of the algorithms based on the previously mentioned 
heuristics with the results of the parallelized deterministic algorithm (PDA) (Vodák et al., 2019). 
This algorithm is based on a process of removing cycles from the network and was developed for 
searching and evaluating the disintegrations of the network. Its main advantage is the ability to 
identify all the possible disintegrations and therefore it can also find exactly the worst combination 
of interrupted links. Its main disadvantage is that it can only manage problems up to 5 concurrently 
interrupted links in the networks used in the paper. This means that the most critical scenarios, 
representing cases with 6 and more concurrently interrupted links, cannot be processed by this 
algorithm. 

2.3 Methods – vulnerability measure  
The primary aim of these kinds of measures (also called loss functions) is to allow ranking of the 
results according to selected pre-defined criteria. Some measures only pay attention to the topology 
of the network (Ellens and Kooij, 2013). Others include further information such as traffic flow 
(Sohn, 2006), capacities of links (Sullivan et al., 2010; Watling et al., 2012), the number of people 
living in nodes (Vodák et al., 2019), the presence of important facilities in nodes (Novak and 
Sullivan, 2014), etc.  

In short, it is possible to solve many kinds of problems depending on the various kinds of 
information we need to include. It is also important to consider the size of the respective state space 
and the related number of loss function evaluations. In this work, we only pay attention to the 
events when the road network disintegrated into two or more isolated parts.  

The loss functions are applied to allow for quantification of various states of the network, i.e., the 
degree to which the network was damaged. It should therefore capture all relevant network 
characteristics. At the same time, due to the large number of interrupted links and used heuristics, 
the loss function should be evaluated as rapidly as possible. We therefore decided to use the simple 
loss function (also see Vodák et al., 2019): 

 

                                                           𝐹(𝐺𝑐) = √
1

𝑚
∑ (𝑃𝑖 − 𝑃)

2
𝑚+1
𝑖=1                                                               (1) 
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where 

 

𝑃 =
1

𝑚 + 1
∑ 𝑃𝑖

𝑚+1

𝑖=1

 

and 𝑚 is the number of interrupted links, 𝐺𝑐 is a graph representing the road network with m 
interrupted links from ordered vector 𝑐  and 𝑃𝑖 is the importance of the i-th component. The 
maximal number of components is m+1. If the network disintegrates into a smaller number of 
components, we assume that the importance of the remaining nonexistent components is equal to 
zero. The loss function is generally discontinuous in the state space. An extreme example can be 
demonstrated with a situation when two concurrently interrupted links caused the disintegration 
of the network into two components but repairing one of the links leads to the reconnection of the 
network. The problem we address in this work can be stated as follows: 

For a given number (4 and 10) of (concurrently interrupted) links, a set of links needs to be found which will 
have, according to a defined loss function (vulnerability measure), the worst impact on the network. 

The mathematical formulation of the problem is  

 

                                                                       𝑚𝑖𝑛
𝑐∈𝐺

𝐹(𝐺𝑐)                                                                                (2) 

 

where 𝐺 is a graph representing the road network. In view of (1), the worst scenario corresponds 
to the case when m interrupted links cause the network disintegration into m+1 components with 
the same importance. The value of the loss function is then zero. Otherwise it is positive. The idea 
behind the choice of the loss function is that the scenario when the network disintegrates into m 
components with the same importance is better than the above-mentioned worst case. We therefore 
seek for such a combination of interrupted links which minimizes the value of the loss function.  

An example of the importance 𝑃𝑖 is the number of people living in the i-th component. Another 
example of the importance 𝑃𝑖 is if each component contains a medical facility with limited supplies 
which cannot be replenished.  

The natural question is why not use a different measure. We decided on the measure due to its fast 
evaluation and the further properties described above. Moreover, we wanted to compare the 
results of the algorithms with known results for PDA. It is also possible to use another measure 
which is able to cope with the disintegrated network, for instance the measure based on OD pairs. 
The choice of the measure thus depends on what we want to measure. The study of the relationship 
among various vulnerability measures and the tested algorithms can be an interesting topic for 
future work. The only thing we need to keep in mind is that the time needed to evaluate the 
disintegrated network can affect the time of the whole computation or the accuracy of the results. 

3. Results 

The number of all the combinations of the links, which can be interrupted, were computed for each 
network in Table 2. 

In case of four interrupted links, the results were also compared with the results of PDA which is 
able to determine all the network disintegrations for this setting. The analyses with ten 
concurrently interrupted links were, however, beyond the scope of the PDA approach. 
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Table 2. The numbers of all the combinations of links. 

 Region 4 links 10 links 

Zlín 3.98 x 1010 2.38 x 1023 

Karlovy Vary 3.88 x 1010 2.24 x 1023 

Liberec 1.23 x 1011 4.05 x 1024 

Ústí nad Labem 1.37 x 1012 1.67 x 1027 

 

3.1 Results for four concurrently interrupted links  
Concerning the time of the computations, the PDA algorithm produced its results between 8,900 
and 98,000 s, depending on the network. For ANSA, GLS and VNS, we set the computational time 
at 86,400 s. The results of the simulations may, however, change due to the stochastic nature of the 
algorithms, but we did not observe fundamental changes after repeated computations. The 
convergence of the algorithms is only assured for time tending to infinity. This means the shorter 
the time of computation, the larger the variability in the results. The best ten results for all the 
algorithms are summarized in Fig 2. 

 

Figure 2. Values of the ten most critical scenarios for four concurrently interrupted links 
 

We are aware that the results based only on the values of the loss function do not show the complete 
picture. In Table 3, we thus present the optimality of the results based upon the ranking. As PDA 
finds all the disintegrations of the network, we can assess how good the results of the heuristics 
are based on their rank within the PDA results. Therefore, PDA serves as a benchmark for the 
comparison of the heuristics not only using the values of the loss function but also in view of the 
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ranking. The table presents the ranks of the best ten results of the heuristics in percentages, relative 
to all the results of PDA of the particular network. If nan is presented, the algorithm failed to find 
the disconnection caused by all four links, so the values are significantly higher than all the PDA 
results. 

Table 3. Optimality of the results (in percentages). 

Algorithms Zlín Karlovy Vary Liberec Ústí nad Labem 

ANSA 0.0030 0.0020 0.0070–0.0090 0.0003 

VNS 0.3590–1.0730 0.0040–0.0940 0.1000–1.2700 0.0070–0.6060 

GLS nan 3.1000–10.0000 36.0000–58.0000 10.3900–33.2400 

The values of the optimality in Table 3 are presented in percentages, because the number of PDA 
results is different for each network, depending on its topology. Therefore, the results of the 
heuristics need to be compared to PDA on the particular network, not to each other. Fig 3 serves 
as an example of how the ranking in absolute values would look. We also see the values of the loss 
function. It needs to be displayed in a logarithmic scale and is still difficult to draw properly. 

 

Figure 3. Ranks of heuristics within PDA and values of the loss function for disintegrations with four 
concurrently interrupted links in the Karlovy Vary region network. All 18,135,132 PDA results are drawn 
in the graph, due to the logarithmic scale.  

We also calculated the rank correlation of links for the Karlovy Vary, Liberec and Zlín regions 
because the results for ANSA seem to be comparable for them according to Table 3. Since the links 
can be a part of many combinations and these combinations can have various values of the loss 
function, we determined for each link the combination with the lowest value of the loss function, 
i.e., the worst possible scenario. The Spearman’s rank correlation was then calculated for ANSA, 
GLS and VNS versus PDA. We took the 100,000 best saved results for ANSA, GLS and VNS. The 
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results are summarized in the following table. Despite the low correlations, it is apparent that the 
ANSA algorithm performed best. 

Table 4. Rank correlation 

 Zlín Karlovy Vary Liberec 

ANSA/PDA 0.379 0.277 0.171 

GLS/PDA -0.05 0.195 -0.05 

VNS/PDA 0.127 0 0.075 

Figs 4–7 show the worst (the most critical) scenarios for four interrupted links found by ANSA on 
the chosen networks. 

 

 

Figure 4. The worst scenario found by ANSA for 4four concurrently interrupted road links in the 
Zlín region network. 56,707 people (9.65%) cut off from the main network. 
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Figure 5. The worst scenario determined by ANSA for four concurrently interrupted road links in the 
Karlovy Vary region network. 22,024 people (6.01 %) in two components are cut off from the main network. 
 

 

 

Figure 6. The worst scenario found by ANSA for four concurrently interrupted road links in the 
Liberec region network. 17,140 people (3.98%) cut off from the main network. 
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Figure 7. The worst scenario found by ANSA for four concurrently interrupted road links in the Ústí 
nad Labem region network. 42,712 (4.88%) people cut off from the main network. 
 

3.2 Results for ten concurrently interrupted links 
The computational times for ANSA, GLS and VNS were set at 259,200 s (i.e., 3 days). The results 
(Fig 8) were not compared with the outputs from the PDA, as the PDA approach is not applicable 
for more than five concurrently interrupted links on actual-size road networks due to the high 
computational demand. 
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Figure 8. Values of the ten most critical scenarios determined by all the algorithms for ten 
concurrently interrupted links. 
 

The shape of the loss function was similar as in Fig 3. but the curve profile was much steeper. Figs 
9–12 show the worst scenarios found by ANSA. 
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Figure 9. The worst scenario found by ANSA for ten concurrently interrupted road links in the Zlín 
region network. 142,136 people (24.19%) in six components cut off from the main network. 

 

 

Figure 10. The worst scenario found by ANSA for ten concurrently interrupted road links in the 
Karlovy Vary region network. 82,427 people (22.48%) cut off from the main network. 
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Figure 11. The worst scenario found by ANSA for ten concurrently interrupted road links in the 
Liberec region network. 41,877 people (9.72%) cut off from the main network. 

 

 

Figure 12. The worst scenario found by ANSA for ten concurrently interrupted road links in the Ústí 
nad Labem region network. 81,424 people (9.31%) cut off from the main network. 
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4. Discussion 

In this work, we introduced and tested three algorithms (ANSA, GLS, VNS). We then compared 
their results with a deterministic algorithm (PDA), where possible. As test networks, we used four 
road networks of actual Czech regions with 984 – 2,394 road links. The general advantages and 
disadvantages of the algorithms can be summarized as follows (Table 5).  

Table 5. Advantages and disadvantages of the algorithms. 

Algorithms Advantages Disadvantages 

PDA able to find the most critical state / scenario, a smaller 
state space 

incorporation of the restrictions for 
the smaller state space, it is only 
capable of working with a limited 
number of concurrently 
interrupted links 

ANSA, GLS, 
VNS 

finding values close to local minima in finite time, no 
restrictions on the state space, no limit on the number 
of interrupted links 

finding the best solution for time 
tending to infinity, variability of the 
results in finite time, large state 
space 

PDA, using circles (see Vodák et al., 2019 for detailed description), finds all the disintegrations of 
the network for a given number of links. The results for the entire state space are then evaluated. 
This means that PDA always finds the most critical solution. ANSA, GLS and VNS work 
differently. They choose a combination of links and evaluate the state. They then try to find a better 
solution (a solution with worse impacts in this case) in a certain neighborhood. If they find it, they 
continue searching in the neighborhood. Otherwise, they try to jump to another part of the state 
space. As a consequence, there is no expectation that these algorithms will determine the best 
solution (i.e., the scenario with the worst network impact in this particular application). The 
computational time for the algorithms can be limited, however, and we are still aware that their 
results are close to a local minimum. The problem is if the computational time is too short, different 
results for subsequent computations can be obtained due to the stochastic nature of the algorithms. 

All the algorithms were tested for the same loss function. Its main qualification is that it is 
reasonable and fast to evaluate due to the large number of combinations of interrupted links. The 
algorithms evaluate respective combinations of interrupted links, but only the links, whose 
interruption causes a disintegration of the network (i.e., at least two separated subnetworks 
emerge), change the values of the loss function. This makes the problem more challenging. 

We tested the algorithms for two situations with four and ten concurrently interrupted links on 
four road networks. The numbers of interrupted links were considered examples of damage caused 
by either moderate or more severe events. The computational times for all the algorithms (except 
PDA) were the same: 86,400 s (one day) for four interrupted links and 259,200 s (three days) for ten 
interrupted links. Despite this fact, we still have to take into account the possible variability of the 
results in finite time.  

Considering the four interrupted links, the results were compared with the outputs of PDA as this 
approach was able to determine all the results. The best performance was reached with ANSA, 
although satisfactory results were also produced by VNS, although GLS failed (see Fig 2 and Fig 
3). The same situation was repeated in case of the ten interrupted links. The results were influenced 
by the parameters set for the algorithms. We used the settings which were generally recommended, 
(see Appendix A for more details). 

The main difference between the algorithms is in the way they explore the neighborhoods of a 
given combination of interrupted links and use the loss function. ANSA and VNS are based on the 
changes in the size and structure of the neighborhood which are growing if no better solution is 
found. ANSA also accepts with decreasing probability the worst solution to overcome local 
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minima. A similar strategy is adopted by GLS which adds a penalization term to the loss function 
to obtain new combinations of interrupted links. GLS and VNS also incorporated a deterministic 
local search which analyzes combinations of neighboring links to the interrupted links (see 
Appendix A for more details). The different approach to the local search in a neighborhood seems 
to be responsible for the different result. In case of ANSA, the algorithm spends only a small 
portion of time in a neighborhood, if it is unable to improve the solution, and then jumps elsewhere. 
This not the case for GLS and VNS because they must spend the given time in a neighborhood. The 
natural question to answer is whether the result is network-related or not and how the results 
change for different types of networks. In Fig 13, we can see how the local minima of the loss 
function are found in time. 

 

Figure 13. The value of the loss function for ten blocked links in the Zlín region over the course of 
computation. The graph shows how the values of the local minima emerged over time. 
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Figure 14. Time evolution of loss function minimum for ten blocked links in the Zlín region 

The evolution of the best-found minimum value of the loss function in time can be seen in Fig 14. 
First, we must recall that the result is related to a particular simulation with ten interrupted links 
and can be different for another simulation. However, it is also apparent that ANSA seems to be 
more apt for further improvement of the values of the loss function than the other algorithms. We 
also presented Fig 3 with the shape of the loss function on part of the state space. It is apparent in 
the figure that the number of the worst cases for the loss function is strictly limited and finding 
them is not an easy task. 

Our approach can be compared to those previously published. Many works (Taylor et al., 2006; 
Latora and Marchiori, 2004; Knoop et al., 2008; Erath et al., 2010; Newman, 2010; Wang et al., 2013) 
only considered a single interrupted link at a time, whereas we worked with four and ten 
concurrently blocked links. We did not apply any additional constraints as was done in (Chang 
and Nojima, 2001; Sohn, 2006; Bono and Gutiérez, 2011; Jenelius and Mattsson, 2012; Bíl et al., 
2015a; Latora and Marchiori, 2004; Wang et al., 2013), where the authors usually only analyzed the 
impacts of either concrete negative or even disastrous events (e.g., concrete flooding events), but 
did not compare them with the worst possible network destruction. To compare the used road 
networks, interrupted links and the number of combinations, we summarized the respective 
information in Table 6. 
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Table 6. Road networks, number of interrupted links and state space used in the 
previously published papers. 

Paper Number of links 
in the network 

Number of concurrently 
interrupted links 

Number of combinations of 
interrupted links (state space) 

Erath et al., 2010 30,289 1 30,289 

Jenelius and 
Mattsson, 2012 

86,940 It depends on the used 
grid. 

Not mentioned explicitly but it 
should correspond to the number 
of the grid cells (3,170; 853; 241). 

Knoop et al., 2008 468 1 468 

Latora and 
Marchiori, 2004 

96; 93 1 96; 93 

Sohn, 2006 Unknown, 1,995 
nodes 

1  Unknown 

Taylor et al., 2006 Unknown 1 Unknown 

Wang et al., 2013 135; 38 Gradual removal of the 
links according to a given 
criterium 

9,180; 741 

Vodák et al., 2019 990 4 3.9 × 1010 

This work 984 to 2,394 4;  

10 

3.9 × 10102.26 × 1012, 

2.2 × 10235.88 × 1027 

 

The added value of this paper is that there is no need to apply any restrictions on the number of 
links, their locations, and the size of the network. The price we pay for this is that we do not know 
the worst scenarios but only sufficiently bad ones. It is also natural to expect a lower quality of the 
results for large networks and/or a higher number of interrupted links than studied in the paper.  

5. Conclusions 

We focused on the development of algorithms capable of identifying those combinations of road 
links which, when interrupted concurrently, will have the gravest network impacts. This means, 
in the context of this work, a kind of network disintegration when a significant number of people 
lose their accessibility to other parts of network. The main advantage of the presented algorithms 
is that they do not require any additional mathematical properties of the loss function. The best 
results were achieved by the ANSA algorithm. 

The algorithms cannot be used for real-time evaluation of networks during an emergency because 
of the long computation time spanning between one and three days. However, the current state of 
the network can be continuously evaluated in real time against a database of the worst-case 
scenarios which should be prepared beforehand. Managers will thus be able to identify whether 
the current state of the network is close to a critical state, i.e., close to network disintegration. Any 
application of such approaches would only require an online road network information system 
providing data on the current state of the network. 

This approach can also be utilized in the phases of road maintenance planning and preparedness 
for emergency situations. A knowledge of the worst combinations of the weakest links is essential 
for road managers as it enables them to be prepared even for low-probability events with serious 
network impacts. The weak network links can further be, as part of preventive measures, 
physically strengthened in order to increase their physical robustness. Similarly, the entire network 
topology can be upgraded by adding new (redundant) links as alternatives to the weakest links.  
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Appendix A  

We present more details about the algorithms used in this paper in the appendix. 

Simulated annealing and ANSA 
We introduce a modification of SA which can be called adaptive neighborhood simulated annealing 
(ANSA). The presented modifications of the SA algorithm stem from the algorithm developed in 
(Bíl and Vodák, 2015b). The main issue related to SA is how to ensure that the algorithm explores 
a sufficiently large part of the state space and at the same time how to improve current solution 
searching in its neighborhood. First, we introduce the whole algorithm and then we pay attention 
to the problem related to the neighborhood. ANSA contains the following variables:  

 

The algorithm ANSA can be described by the pseudocode: 

 

Algorithm A.1 Simulated annealing – adaptive neighborhood version 

 

numOfLinks number of concurrently interrupted links 

 

bestResults a list of a given size of the worst obtained 
scenarios which should be saved 

 

n number which controls the adaptive 
searching in neighborhoods 

 

minPercent minimal percentage of results which have to 
be accepted, otherwise the algorithm tests 
whether it ends or not, depending on 
notFoundBetter 

  

notFoundBetter maximal number of the successive cases 
during which the minimal percentage of 
results is not accepted and a better solution 
is not found 

 

tempFactor number which ensures the decrease in the 
temperature 

 

initTemperature initial temperature 

 

sizeFactor number of repetitions before the temperature 
is decreased  
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while EndCriterion 

 S ← GetInitialSolution() 

noBetter ← 0 

nPom ← n 

T ← initTemperature 

bestCost ← Inf 

while  noBetter  <  notFoundBetter 

  numNewValuesCost ← 0 

             testBetter ← 0 

for  j ← 1:sizeFactor 

 numOfChangedLinks ← GenOfNum(nPom, length(S)) 

S‘ ← PickRandomNeighbor(numOfChangedLinks, S) 

δ ← Cost (S‘) - Cost (S) 

if δ ≤ 0  or randomly generated number < e-δ/T 

nPom ← n 

numNewValuesCost ← numNewValuesCost + 1 

if bestCost > Cost(S’)  

 bestCost ← Cost(S’) 

 testBetter ← 1 

 noBetter ← 0 

  if S’  should belong to bestResults 

             bestResults ← S’ 

S ← S‘             

                 else 

                         nPom ← max (nPom – 1, 1) 

            percent ← numNewValuesCost / sizeFactor * 100 

if percent < minPercent and testBetter = 0 

noBetter ← noBetter + 1 

            T ← tempFactor * T 

 

The initial solution of the algorithm is generated randomly. The variables notFoundBetter and 
minPercent prevent the algorithm from being stuck in a local minimum under low temperature. If 
such a situation occurs, then one cycle of the algorithm ends, a new initial solution is generated 
and the entire process is restarted. The key part of the ANSA is the function GenOfNum() which 
generates the number of links which are replaced in solution S (an actual combination of 
interrupted links). In fact, the function determines the size of the neighborhood. The size of the 
neighborhood is driven by variables nPom in Algorithm A.1 and by par in Function A.2. The 
variables determine the probabilities of the number of links which are replaced. It enables 
combining the local search with a jump to another part of the state space. 
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Function A.2 Function GenOfNum(par, numOfLinks) for definition 1 

 

𝑝𝑟𝑜𝑏 ← [
1

𝑝𝑎𝑟1
,

1

𝑝𝑎𝑟2
, … ,

1

𝑝𝑎𝑟𝑛𝑢𝑚𝑂𝑓𝐿𝑖𝑛𝑘𝑠
] 

𝑝𝑟𝑜𝑏 ←
𝑝𝑟𝑜𝑏

∑(𝑝𝑟𝑜𝑏)
 

 

return an integer from interval [1, numOfLinks] using probabilities in prob 

 

One possible distribution of the probabilities is [0.54, 0.26, 0.13, 0.07].  By decreasing the value of 
the variable nPom, we increase the probability that a higher number of interrupted links is replaced 
and thus the size of the neighborhood increases. 

 

GLS 
For GLS, we introduce a modified version of the pseudo-code from (Voudouris and Tsang, 2003) 
with the variables 

graph a road network represented by a graph 

numb_links number of interrupted links 

s_best, s_new the best found and current interrupted links 

s_best_value, s_new_value values of the loss function  

𝑝 = [𝑝1, … , 𝑝𝑛𝑢𝑚𝑏𝑙𝑖𝑛𝑘𝑠] penalizations 

 

Algorithm A.3 Guided local search 

 

 

while EndCriterion: 

 s_best ← init_solution(graph, numb_links) 

 s_best_value ← loss_funct(graph, s_best) 

 p ← set_penalization(numb_links) 

 while BetterSolutionsFound and TimeCriterion: 

  s_new, s_new_value = local_search(graph, s_best, loss_funct, loss_funct_aug) 

  p ← penalization(s_new, p) 

  s_best, s_best_value = select_best(s_new, s_new_value, s_best, s_best_value) 

  

We now describe the particular functions in Algorithm A.3. Function init_solution() generates an 
initial solution which consists of a given number of interrupted links. Function loss_funct() returns 
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the value of the loss function defined in (1). Function set_penalization() sets the initial state of the 
list p. In the paper, all the initial values of p equal zero. Function local_search() searches the 
neighborhood of the so far best found solution for possible improvements. The function goes 
through all the combinations of neighboring links to the interrupted links. We only limited the time 
which the algorithm spends in the types of neighborhood. All the time restrictions are listed in the 
Settings part at the end of Appendix. The new solutions are not evaluated with loss_funct() but with 
loss_func_aug(). The function loss_func_aug() is computed according to the formula 

 

ℎ(𝑠) = 𝑓(𝑠) + 𝜆 ∑ 𝑝𝑖𝐼𝑖(𝑠)

𝑛𝑢𝑚𝑏𝑙𝑖𝑛𝑘𝑠

𝑖=1

(3) 

 

where f  is the original loss function, 𝑝𝑖 is a penalization of the i-th link and 𝐼𝑖 is an indicator function 
which equals 1 if the i-th link belongs to s and 0 otherwise and 𝜆 is defined as follows 

𝜆 =
𝛼 · 𝑖𝑠

𝑛𝑢𝑚𝑏𝑒𝑑𝑔𝑒𝑠
(4) 

For more details about the setting and penalization, we refer the reader to (Voudouris and Tsang, 
2003). The neighborhood is understood in a topological sense. This means, for any of the links in a 
given combination, its end nodes and their outgoing links. Using the links, we construct all possible 
combinations of a given length numb_links. The combinations form a neighborhood which is 
searched for. 

VNS 
The algorithm VNS used in this paper can be described by the pseudo-code (compare with basic 
VNS in (Hansen and Mladenovic, 2001). 

Algorithm A.4 Variable neighborhood search 

 

N ← generate_neigh_structures(numb_links) 

while EndCriterion: 

 k  ← 0 

 s_best ← init_solution(graph, numb_links) 

 s_best_value ← loss_funct(graph, s_best) 

 while k < max_comb  and TimeCriterion: 

s_new = init_sol_neigh(graph, s_best, N[k]) 

  s_new_value = loss_funct(graph, s_new) 

  s_new, s_new_value = local_search(graph, s_new,s_new_value, loss_funct) 

  s_best, s_best_value = select_best(s_new, s_new_value, s_best, s_best_va  if 
s_new_value < s_best_value: 

                  s_best_values = s_new_value 

                  k  ←  0 

             else 

                  k  ← k+1 
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where the variables are 

graph a road network represented by a graph 

numb_links number of interrupted links 

s_best, s_new the best found and current interrupted links 

s_best, s_best_value values of the loss function  

𝑁 = [𝑁1, … , 𝑁𝑚𝑎𝑥𝑐𝑜𝑚𝑏
] neighborhood structures 

and 

𝑚𝑎𝑥𝑐𝑜𝑚𝑏 ∑ (
𝑛𝑢𝑚𝑏𝑙𝑖𝑛𝑘𝑠

𝑖
)

𝑛𝑢𝑚𝑏𝑙𝑖𝑛𝑘𝑠

𝑖=1

 

The list of neighborhood structures N is constructed in such a way that its i-th component 𝑁[𝑖] 
contains a tuple of numbers. The length of the tuple ranges from 1 to numb_links and the numbers 
represent positions of links in s_best which should be replaced. In this manner, we ensure that the 
algorithm explores a close neighborhood of s_best. At the same time, it can jump to another part of 
the state space, if it is unable to improve the current best solution. The functions init_solution(), 
loss_funct(), local_search() and select_best() are the same as in GLS. The penalization from GLS is 
replaced here by the function init_sol_neigh(). The function randomly generates new links which 
substitute the links on positions given by 𝑁[𝑘] 

Settings 
It is important to establish the parameters for all the algorithms. First, we restricted the time of 
computation. We use 86,400 s for four interrupted links and 259,200 s for ten interrupted links. In 
case of ANSA, we put minPercent = 2, notFoundBetter = 10, initTemperature = 1,600, numb_prob = 10, 
sizeFactor = 10,000 and tempFactor = 0.9 for four and ten interrupted links. In case of GLS, we put α 
= 0.2. If the algorithm is unable to find a better solution in 3,600 s, then it is restarted. The time 
restriction for the function local_search() is 60 s. The same time restrictions are used for VNS.  

 

The algorithms were realized in Python 3.6 using OS Linux Debian 10, 1 CPU AMD EPYC 7351 2.4 
GHz, 300 MB RAM. 

 

 


